1. Informal introduction

1.1. What is algebraic topology? Algebraic topology studies ‘geometric’ shapes, spaces and maps between them by algebraic means. An example of a space is a circle, or a doughnut-shaped figure, or a Möbius band. A little more precisely, the objects we want to study belong to a certain geometric ‘category’ of topological spaces (the appropriate definition will be given in due course). This category is hard to study directly in all but the simplest cases. The objects involved could be multidimensional, or even have infinitely many dimensions and our everyday life intuition is of little help. To make any progress we consider a certain ‘algebraic’ category and a ‘functor’ or a ‘transformation’ from the geometric category to the algebraic one. I say ‘algebraic category’ because its objects have algebraic nature, like natural numbers, vector...
spaces, groups etc. This algebraic category is more under our control. The idea is to obtain information about geometric objects by studying their image under this functor.

For example, we have two geometric objects, say, a circle $S^1$ and a two-dimensional disc $D^2$ and we want to somehow distinguish one from the other. A more precise formulation of such a problem is this: given two topological spaces we ask whether they one could be continuously ‘deformed’ into the other. It is intuitively clear that a two-dimensional square could be deformed into $D^2$, however $S^1$ cannot be. The reason is that $S^1$ has a hole in it which must be preserved under continuous deformation. However $D^2$ is solid, and therefore, $S^1$ cannot be deformed into it.

We will make these consideration a little more precise by looking at the image of the corresponding functor. In the case at hand this functor associates to a geometric figure the number of holes in it. This is an invariant under deformation, that is, this number does not change as the object is being deformed. This invariant equals 1 for $S^1$ and 0 for $D^2$, therefore one is not deformable into the other.

However this ‘invariant’ is not quite sufficient yet. Look at $S^1$ and $S^2$, the circle and the two-dimensional sphere. Each has one hole, but it is intuitively clear the ‘natures’ of these holes are different, and that one still cannot be deformed into the other.

So the basic problem of algebraic topology is to find a system of algebraic invariants of topological spaces which would be powerful enough to distinguish different shapes. On the other hand these invariants should be computable. Over the decades people have come up with lots of invariants of this sort. In this course we will consider the most basic, but in some sense, also the most important ones, the so-called homotopy and homology groups.

### 1.2. Brower fixed point theorem

Here we will discuss one of the famous results in algebraic topology which is proved using the ideas explained above. This is only a very rough outline and much of our course will be spent trying to fill in the details of this proof.

Let $D^n$ be the $n$-dimensional disc. You could think of it as a solid ball of radius one having its center at the origin of $\mathbb{R}^n$, the $n$-dimensional real space. Simpler yet, you could take $n$ to be equal to 3 or 2, or even 1. Let $f : D^n \to D^n$ be a continuous map. Then $f$ has at least one fixed point, i.e. there exists a point $x \in D^n$ for which $f(x) = x$.

This is the celebrated Brower fixed point theorem. To get some idea why it should be true consider the almost trivial case $n = 1$. In this case we have a continuous map $f : [0, 1] \to [0, 1]$. To say that $f$ has a fixed point is equivalent to saying that the function $g(x) := f(x) - x$ is zero at some point $c \in [0, 1]$. If $g(0) = 0$ or $g(1) = 0$ then we are done. Suppose that it is not the case, then $g(0) > 0$ and $g(1) < 0$. By the Intermediate value Theorem from calculus we conclude that there is a point $c \in [0, 1]$ for which $g(c) = 0$ and the theorem is proved.

Unfortunately, this elementary proof does not generalize to higher dimensions, so we need a new idea. Suppose that there exists a continuous map $f : D^n \to D^n$ without fixed points. Take any $x \in D^n$ and draw a line between $x$ and $f(x)$; such a line is unique since $f(x) \neq x$ by our assumption. This line intersects the boundary $S^{n-1}$ of $D^n$ in precisely two points, take the one that’s closer to $x$ than to $f(x)$ and denote it by $l(x)$. Then the map $x \mapsto l(x)$ is a continuous map from $D^n$ to its boundary $S^{n-1}$ and $l(x)$ restricted to $S^{n-1}$ is the identity map on $S^{n-1}$. We postpone for a moment to introduce the relevant

**Definition 1.1.** Let $Y$ be a subset of $X$. A map $f : X \to Y$ is called a retraction of $X$ onto $Y$ if $f$ restricted to $Y$ is the identity map on $Y$. Then $Y$ is called a retract of $X$.

Now return to the proof of the our theorem. Note, that assuming that $f : D^n \to D^n$ has no fixed points we constructed a retraction of $D^n$ onto $S^n$. We will show that this is impossible. For this we need the following facts to be proved later on:

Associated to any topological space $X$ (of which $D^n$ or its boundary $S^{n-1}$ are examples) is a sequence of abelian groups $H_n(X), n = 0, 1, 2, \ldots$ such that:
If for any \( g, h \) in \( G_0(D^n) = 0 \) for \( i > 0 \) and any \( n \),

- \( H_n(S^n) = \mathbb{Z} \), the group of integers.

Taking this for granted we will now deduce the Brower fixed point theorem. Note that the correspondence \( X \to H_i(X) \) is an example of a functor or, rather a collection of functors from the geometric category of spaces to the algebraic category of abelian groups and group homomorphisms.

Denote by \( i : S^{n-1} \to D^n \) the obvious inclusion map. Then he composition

\[
S^{n-1} \xrightarrow{i} D^n \xrightarrow{\text{id}} S^{n-1}
\]

is the identity map. Associated to this sequence of maps is the sequence of group homomorphisms

\[
H_n(S^{n-1}) \to H_n(D^n) \to H_n(S^{n-1}).
\]

whose composition should also be the identity homomorphism on \( H_n(S^{n-1}) = \mathbb{Z} \). But remember that \( H_n(D^n) = 0 \). Therefore our sequence of homomorphisms has the form

\[
\mathbb{Z} \to 0 \to \mathbb{Z}
\]

and clearly the composition must be zero, not the identity on \( H_n(S^{n-1}) = \mathbb{Z} \). This contradiction proves our theorem.

2. Review of background material

In this section we review some of the preliminary material which will be needed later on. Some of it you have hopefully seen before, the rest will be developed here from scratch.

2.1. Algebra. We begin with some basic definitions and facts.

A group is a set \( G \) together with a map \( G \times G \to G : (g, h) \to gh \in G \) called multiplication such that

- \((gh)k = g(hk)\) for any \( g, h, k \in G \) (associativity).
- There exists an element \( e \in G \) for which \( eg = ge = g \) for any \( g \in G \) (existence of two-sided unit).
- For any \( g \in G \) there exists \( g^{-1} \in G \) for which \( gg^{-1} = g^{-1}g = e \) (existence of a two-sided inverse).

If for any \( g, h \in G \) \( gh = hg \) then the group \( G \) is called abelian. For an abelian group \( G \) we will usually use the additive notation \( g + h \) to denote the product of \( g \) and \( h \).

A subgroup \( H \) of \( G \) is a subset \( H \subseteq G \) which contains the unit, together with any element contains its inverse and is closed under multiplication in \( G \). A subgroup \( H \subseteq G \) is normal if for any \( g \in G \) and \( h \in H \) the element \( ghg^{-1} \) also belongs to \( H \).

For a group \( G \), its element \( g \in G \) and its subgroup \( H \) a left coset \( gH \) is the collection of elements of the form \( gh \) with \( h \in H \). Similarly a coset is the collection of elements of the form \( hg \) with \( h \in H \). If the subgroup \( H \) is normal then the collections of left and right cosets coincide and both are called the quotient of \( G \) by \( H \), denoted by \( G/H \).

For two groups \( G \) and \( H \) a homomorphism \( f : G \to H \) is such a map that \( f(gh) = f(g)f(h) \) for any \( g, h \in G \). The kernel of a homomorphism \( f : G \to H \), denoted \( \ker f \) is the set of elements in \( H \) mapping to \( e \in G \). It is easy to check that \( \ker f \) is always a normal subgroup in \( G \). A homomorphism \( f : G \to H \) is called an epimorphism or onto if \( \text{Im} f = H \). Likewise a homomorphism \( f : G \to H \) is called an monomorphism if \( \ker f = \{e\} \). A homomorphism that is both a monomorphism and an epimorphism is called an isomorphism. An isomorphism \( f : G \to H \) admits an inverse isomorphism \( f^{-1} : H \to G \) so that \( f \circ f^{-1} = \text{id}_H \) and \( f^{-1} \circ f = \text{id}_G \).
The image of a homomorphism \( f : G \to H \) is a collection of elements in \( H \) having a nonempty preimage under \( f \). The basic theorem about homomorphisms says that \( \text{Im} \ f \) is isomorphic to the quotient \( G / \text{Ker} \ f \).

We will now introduce a concept which may be new to you, that of an exact sequence. This is one of the most important working tools in algebraic topology.

**Definition 2.1.** A sequence of abelian groups and homomorphisms

\[ \ldots \leftarrow A_{-2} \xrightarrow{d_{-2}} A_{-1} \xrightarrow{d_{-1}} A_0 \xrightarrow{d_0} A_1 \xrightarrow{d_1} \ldots \xrightarrow{d_n} A_n \xrightarrow{d_{n+1}} \ldots \]

is called exact if \( \text{Ker} \ d_n = \text{Im} \ d_{n+1} \) for any \( n \in \mathbb{Z} \).

Let us consider special cases of this definition. Suppose that all groups \( A_i \) are trivial save \( A_n \). In that case the exactness of the sequence

\[ \ldots \leftarrow 0 \leftarrow A_n \leftarrow 0 \leftarrow \ldots \]

clearly means that \( A_n = 0 \), the trivial group. If our sequence consists of trivial groups except for the two neighboring ones:

\[ \ldots \leftarrow 0 \leftarrow A_{n-1} \leftarrow A_n \leftarrow 0 \leftarrow \ldots \]

then it is easy to see that the homomorphism \( A_{n-1} \to A_n \) is an isomorphism (check this!)

Further consider the case when three consecutive groups are nonzero and the rest is zero. In that case our sequence takes the form

\[ (2.1) \quad 0 \leftarrow A_{n-1} \leftarrow A_n \leftarrow A_{n+1} \leftarrow 0. \]

This sort of exact sequence is called a short exact sequence. The exactness in this case amount to the condition that

- The homomorphism \( A_n \to A_{n-1} \) is an epimorphism;
- the homomorphism \( A_{n+1} \to A_n \) is a monomorphism so \( A_{n+1} \) could be considered as a subgroup in \( A_n \);
- the kernel of the homomorphism \( A_n \to A_{n-1} \) is precisely the subgroup \( A_{n+1} \) in \( A_n \).

So we see that the short exact sequence (2.1) gives rise to an isomorphism

\[ A_{n-1} \cong A_n / A_{n+1}. \]

A generalization of the notion of an exact sequence is that of a complex:

**Definition 2.2.** The sequence of abelian groups and homomorphisms

\[ \ldots \xleftarrow{d_{-2}} A_{-2} \xleftarrow{d_{-1}} A_{-1} \xleftarrow{d_0} A_0 \xleftarrow{d_1} A_1 \xleftarrow{d_2} \ldots \xleftarrow{d_n} A_n \xleftarrow{d_{n+1}} \ldots \]

is called a chain complex if the composition of any two consecutive homomorphisms is zero: \( d_{n+1} \circ d_n = 0 \).

**Exercise 2.3.** Show that an exact sequence is a complex.

A complex which is exact is considered trivial in some sense. We will see later on, why. The characteristic that measures the ‘nontriviality’ of a complex is its homology:

**Definition 2.4.** The \( n \)th homology group of the complex (2.2) is the quotient group \( \text{Ker} \ d_n / \text{Im} \ d_{n+1} \).

We see, therefore, that an exact sequence has its homology equal to zero in all degrees \( i \in \mathbb{Z} \).
2.2. Topological spaces. In this subsection we introduce some of the basic notions of point-set topology and continuous maps between topological spaces.

Definition 2.5. A topology on a set $X$ is a collection $\tau$ of subsets of $X$ satisfying:

1. $\emptyset, X \in \tau$.
2. For any collection of sets $U_i \in \tau$ their union $\bigcup_i U_i$ also belongs to $\tau$.
3. If two sets $U, V$ belong to $\tau$, then $U \cap V \in \tau$.

A set $X$ with a topology on it is called a topological space.

Definition 2.6. (1) A subset $U \in \tau$ will be called an open set in $X$.

2. A set $Y \subseteq X$ is closed iff its complement $X - Y$ is open.

3. A neighborhood of a point $x$ in $X$ is an open set $U \subseteq X$ such that $x \in U$.

4. An interior point of a set $Y \subseteq X$ is a point $y \in Y$ such that $Y$ contains a neighborhood of $y$.

An example of a topological space is the real line $\mathbb{R}$, the topology being specified by the collection of open sets (in the usual sense) of $\mathbb{R}$, that is countable unions of open intervals. Another example is $\mathbb{R}^n$, the $n$-dimensional real space. Again, the topology is given by the collection of usual open sets in $\mathbb{R}^n$.

Any set $X$ has a discrete topology which is defined by declaring all subsets to be open. The opposite extreme is the antidiscrete topology in which the open sets are $X, \emptyset$ and nothing else.

We will now consider how to build new topological spaces out of a given one.

Definition 2.7. Let $X$ be a topological space and $Y \subseteq X$. Then $Y$ becomes a topological space with the subspace topology defined by declaring the open the sets of the form $U \cap Y$ where $U$ is open in $X$.

Another example is given by taking quotients by an equivalence relation. Recall that an equivalence relation on a set $X$ is a subset $R \subseteq X \times X$ such that it is

1. reflexive: if $(x, x) \in R$ for any $x \in X$,
2. symmetric: if $(x, y) \in R$ then $(y, x) \in R$,
3. transitive: if $(x, y), (y, z) \in R$ then $(x, z) \in R$.

We will usually write $x \sim y$ if $(x, y) \in R$ and read it as ‘$x$ is equivalent to $y$’. The equivalence class $[x]$ of $x \in X$ is the set of all elements $y \in X$ which are equivalent to $x$. If two equivalence classes are not equal then they are disjoint, and any element of $X$ belongs to a unique equivalence class, namely $[x]$.

The set of equivalence classes is written as $X/R$, the quotient of $X$ by the equivalence relation $R$. There is a surjective map $p : X \to X/R$ given by $x \mapsto [x]$. Now we can make the following

Definition 2.8. If $\tau$ is a topology on $X$ then the quotient topology $\tau/R$ on $X/R$ is given by

$$\tau/R = \{ U \subseteq X/R : p^{-1}(U) \in \tau \}.$$ 

An example of a quotient topological space which is frequently encountered is the contraction of a subspace. Let $X$ be a topological space and $Y \subseteq X$. We define an equivalence relation on $X$ by declaring $x_1 \sim x_2$ iff $x_1, x_2 \in Y$. The resulting set of equivalence classes is denoted by $X/Y$. Let $X = [0, 1]$, the unit interval with its usual topology and $Y$ be its boundary (consisting of two endpoints). Then, clearly, $X/Y$ could be identified with the circle $S^1$.

Perhaps the simplest way to build a new topological space is by taking the disjoint union $\coprod_{i \in I} X_i$ of a collection of topological spaces $X_i$ indexed by a set $I$. The open sets in $\coprod_{i \in I} X_i$ are just the disjoint unions of open sets in $X_i$.

Another important construction is the product of two topological spaces. For two spaces $X$ and $Y$ consider its cartesian product $X \times Y := \{(x, y) : x \in X, y \in Y\}$. Certainly, if $U$ is an open set in $X$ and $V$ is an open set in $Y$ then we want $U \times V$ to be an open set in $X \times Y$. But this is not enough, as an example of $[0, 1] \times [0, 1]$ makes clear. We say that a subset $W \subseteq X \times Y$ is open if $W$ is a union, possibly infinite, of subsets in $X \times Y$ of the form $U \times V$ where $U \subseteq X$.
and \( Y \subseteq Y \). Similarly we could define a product of a collection, possibly infinite, of topological space \( X_i \). The relevant notation is \( \prod_i X_i \).

We now come to the central notion of the point-set topology, that of a \emph{continuous map}.

**Definition 2.9.** If \( X \) and \( Y \) are two topological spaces then a map \( f : X \rightarrow Y \) is continuous if for any open set \( U \subseteq Y \) the set \( f^{-1}(U) \) is open in \( X \).

**Exercise 2.10.** Recall that a real valued function \( \mathbb{R} \rightarrow \mathbb{R} \) is called continuous at a point \( a \) if for any \( \epsilon > 0 \) there exists a \( \delta > 0 \) such that 
\[ |x - a| < \delta \Rightarrow |f(x) - f(a)| < \epsilon. \]

Show that for the topological space \( \mathbb{R} \) with its usual topology the two notions of continuity are equivalent.

Examples of continuous maps.

1. If \( X \subseteq Y \) is a subspace of a topological space \( Y \) with the subspace topology then the inclusion map \( X \rightarrow Y \) is continuous.
2. If \( X/R \) is a quotient of a topological space \( X \) by the equivalence relation \( R \) with the quotient topology then the projection map \( X \rightarrow X/R \) is continuous.
3. The inclusion maps \( i_n : X_i \rightarrow \prod_i X_i \) are all continuous.
4. The projection maps \( p_i : \prod_i X_i \rightarrow X_i \) are continuous. Here for \( (x_1, x_2, \ldots, ) \in \prod X_i \) we define \( p_i(x_1, x_2, \ldots, ) = x_i \).

**Definition 2.11.** A map \( f : X \rightarrow Y \) is called a homeomorphism if \( f \) is continuous, bijective and the inverse map \( f^{-1} \) is also continuous.

Note that the it is possible for the map to be continuous and bijective, but not a homeomorphism. Indeed, consider the semi-open segment \( X = [0, 1) \) on the real line. Clearly there is a continuous map \( X \rightarrow S^1 \) from \( X \) to the circle. This map could be visualized by bringing the two ends of \([0, 1) \) closer to each other until they coalesce. This is clearly a bijective map, but the inverse map would involve tearing the circle and is, therefore, not continuous. Another example is given by the map \( X^\delta \rightarrow X \) where \( X^\delta \) coincides with \( X \) as a set but is supplied with the discrete topology. The map is just the tautological identity. It is clear that it is continuous and one-to-one but it cannot be a homeomorphism unless the topology on \( X \) is discrete.

Informally speaking the topological spaces \( X \) and \( Y \) are homeomorphic if they have ‘the same number’ of open sets. In the examples above the space \( [0, 1) \) has ‘more’ open sets then \( S^1 \) and \( X^\delta \) has more open sets then \( X \).

**Definition 2.12.** A topological space \( X \) is called \emph{connected} if it cannot be represented as a union \( V \cup U \) of two open sets \( V \) and \( U \) which have empty intersection: \( U \cap V = \emptyset \).

A related notion is that of \emph{path connectedness}. A path in a topological space \( X \) is a continuous map \( \gamma : [0, 1] \rightarrow X \). If \( a = \gamma(0) \in X \) and \( b = \gamma(1) \in X \) we say that \( a \) and \( b \) are connected by the path \( \gamma \).

**Definition 2.13.** A space \( X \) is path connected if any two points in \( X \) could be connected by a path.

**Proposition 2.14.** A path-connected topological space \( X \) is connected.

\[ \text{Proof.} \] Suppose that \( X = U \cup V \) where both \( U \) and \( V \) are open in \( X \). Take a point \( a \in U \) and \( b \in V \) and choose a path \( \gamma : [0, 1] \rightarrow X \) connecting \( a \) and \( b \). Then 
\[ [0, 1] = \gamma^{-1}(U) \cup \gamma^{-1}(V). \]

Moreover \( \gamma^{-1}(U) \) and \( \gamma^{-1}(V) \) are open subsets in \([0, 1] \) having empty intersection. But we know that the open subsets in \([0, 1] \) are just disjoint unions of open intervals in \([0, 1] \). Take one of such open intervals which belongs to \( \gamma^{-1}(U) \). It either coincides with \([0, 1] \) in which case we are done or has at least one endpoint in the interior of \([0, 1] \). This endpoint (denote it by \( a \) does
not belong to $\gamma^{-1}(U)$, therefore it belongs to $\gamma^{-1}(V)$. Since the latter is an open set a small neighborhood of $a$ belongs to $\gamma^{-1}(V)$. It is easy to see that it contradicts to the assumption that $\gamma^{-1}(U) \cup \gamma^{-1}(V) = \emptyset$. \hfill $\Box$

On the other hand a space could be connected but not path-connected. Consider the topological space $X$ which is the union of the graph of the function $f = \sin \frac{1}{x}$ and the segment $[-1, 1]$ on the $y$-axis. Then $X$ is connected but not path-connected.

2.3. **Categories and functors.** No matter what kind of mathematics you are doing it is useful to get acquainted with *category theory* since the latter gives you a sort of ‘big picture’ from which you can gain various patterns and insights. The term category was mentioned already in the introduction, but now we will be more precise.

**Definition 2.15.** A category $\mathcal{C}$ consists of

1. A class of *objects* $\text{Ob}(\mathcal{C})$.
2. A set of *morphisms* $\text{Hom}(X, Y)$ for every pair of objects $X$ and $Y$. If $f \in \text{Hom}(X, Y)$ we will write $f : X \to Y$.
3. A composition law. In more detail, for any ordered triple $(X, Y, Z)$ of objects of $\mathcal{C}$ there is a map

$$\text{Hom}(X, Y) \times \text{Hom}(Y, Z) \to \text{Hom}(X, Z).$$

If $f \in \text{Hom}(X, Y)$ and $g \in \text{Hom}(Y, Z)$ then the image of the pair $(f, g)$ in $\text{Hom}(X, Z)$ is called the composition of $f$ and $g$ and is denoted by $g \circ f$.

Moreover the following axioms are supposed to hold:

- **Associativity:**
  $$f \circ (g \circ h) = (f \circ g) \circ h$$
  for any morphisms $f, g$ and $h$ for which the above compositions make sense.

- For any object $X$ in $\mathcal{C}$ there exists a morphism $1_X \in \text{Hom}(X, X)$ such that for arbitrary morphisms $g \in \text{Hom}(X, Y)$ and $f \in \text{Hom}(Y, X)$ we have $1_X \circ f = f$ and $g \circ 1_X = g$.

The notion of a category is somewhat similar to the notion of a group. Indeed, if a category $\mathcal{C}$ consists of only one object $X$ and all its morphisms are invertible then clearly the set $\text{Hom}(X, X)$ forms a group. This analogy is important and useful, however we will not pursue it further. For us the notion of a category encodes the collection of sets with structure and maps which preserve this structure.

**Remark 2.16.** We will frequently use the notion of a *commutative diagram* in a category $\mathcal{C}$. The latter is a directed graph whose vertices are objects of $\mathcal{C}$, the edges are morphisms in $\mathcal{C}$ and any two paths from one vertex to another determine the same morphism. A great many formulas in mathematics can be conveniently expressed as the commutativity of a suitable diagram.

**Examples.** Examples of categories abound. We can talk about

1. the category $\mathcal{S}$ of sets and maps between sets;
2. the category $\text{Vect}_k$ of vector spaces over a field $k$;
3. the category $\mathcal{G}r$ of groups and group homomorphisms;
4. the category $\mathcal{A}b$ of abelian groups;
5. the category $\mathcal{R}ings$ of rings and ring homomorphisms;
6. the category $\mathcal{T}op$ of topological spaces and continuous maps.

In the list above the category $\mathcal{S}$ is the most basic but for us not very interesting. The categories (2)-(5) are familiar, have algebraic nature and are more or less easy to work with. The category $\mathcal{T}op$ and its variations is what we are really interested in.

**Definition 2.17.** A morphism $f \in \text{Hom}(X, Y)$ is called an *isomorphism* if it admits a two-sided inverse, i.e. a morphism $g \in \text{Hom}(Y, X)$ such that $f \circ g = 1_X$ and $g \circ f = 1_Y$.

For example in the category of groups the categorical notion of isomorphism specializes to the usual group isomorphism whereas in the category $\mathcal{T}op$ it is a homeomorphism.
Exercise 2.18. Let $f : X \to Y$ be an isomorphism in a category $C$ and $Z$ be an arbitrary object in $C$. Then $f$ determines by composition a map of sets $f_* : \text{Hom}(Z, X) \to \text{Hom}(Z, Y)$. Likewise there is a map of sets $f^* : \text{Hom}(Y, Z) \to \text{Hom}(X, Z)$. Show that both $f^*$ and $f_*$ are bijections of sets.

The next notion we want to discuss is that of a functor between two categories.

Definition 2.19. A functor $F$ from the category $C$ into the category $D$ is a correspondence which

1. associates the object $F(X) \in Ob(D)$ to any $X \in Ob(C)$;
2. associates a morphism $F(f) \in \text{Hom}_D(F(X), F(Y))$ to any morphism $f \in \text{Hom}_C(X, Y)$.

Moreover the following axioms are to hold:

- For any object $X \in C$ we have $F(1_X) = 1_{F(X)}$.
- For any $f \in \text{Hom}_C(X, Y)$ and $g \in \text{Hom}_C(Y, Z)$ we have:

$$F(g \circ f) = F(g) \circ F(f) \in \text{Hom}_D(F(X), F(Z)).$$

Remark 2.20. Sometimes a functor as it was defined above is referred to as a covariant functor to emphasize that it respects the direction of arrows. There is also the notion of a contravariant functor. The most economical definition of it uses the notion of an opposite category $C^{op}$ which has the same objects as $C$ and for every arrow (morphism) from $A$ to $B$ in $C$ there is precisely one arrow from $B$ to $A$ in $C^{op}$. Then a contravariant functor $C \to D$ is by definition a (covariant) functor $C^{op} \to D$.

Examples. There are very many examples of functors and you could think of some more. Take $C = Ab$, the category of abelian groups and $D = Gr$ be the category of groups. Then there is an obvious functor which takes an abelian group and considers it as an object in $Gr$. Functors of this sort are called forgetful functors for obvious reasons. Another example: take a set $I$ and consider a real vector space $\mathbb{R}(I)$ whose basis is indexed by the set $I$. This gives a functor $\mathcal{S} \to \text{Vect}_{\mathbb{R}}$.

Exercise 2.21. Show that if $F : C \to D$ is a functor and $f \in \text{Hom}(X, Y)$ is an isomorphism in $C$ then $F(f) \in \text{Hom}(F(X), F(Y))$ is an isomorphism in $D$.

An example of a contravariant functor: let $C$ be the category of vector spaces over a field $k$ and associate to any vector space $V$ its $k$-linear dual $V^\ast$. Question: how do you see that this correspondence gives a contravariant functor?

Our next example is of more geometric nature. Let $X$ be a topological space and introduce an equivalence relation on $X$ by declaring $x \sim y$ for $x, y \in X$ if there is a path in $X$ connecting $x$ and $y$.

Exercise 2.22. Show that the above is indeed an equivalence relation.

Definition 2.23. The equivalence classes of $X$ under the equivalence relation introduced above are called the path components of $X$. The set of equivalence classes is denoted by $\pi_0 X$.

We see, that every space is the disjoint union of path connected subspaces, its path components.

The set $\pi_0 X$ is in fact a functor from $\text{Top}$ to $\mathcal{S}$. Indeed, let $f : X \to Y$ be a map. Let $[x] \in \pi_0 X$, the connected component containing $x \in X$. Then $f[x] := [f(x)]$. It is an easy exercise to check that $\pi_0$ preserves compositions and identities, therefore it is indeed a functor.

If you think of categories as of something like groups then functors are like homomorphisms between groups. We are most interested in the category $\text{Top}$. However this category is hard to study directly. We will proceed by constructing various functors from $\text{Top}$ into more algebraically manageable categories like $Ab$ and studying the images of these functors.

Let us now consider the next level of abstraction – the categories of functors. We stress that this is not some arcane notion but is indispensable in many concrete questions.
**Definition 2.24.** Let \( C \) and \( D \) be two categories and \( F, G : C \to D \) be two functors. A *morphism* of functors (also called a *natural transformation*) \( f : F \to G \) is a family of morphisms in \( D \):

\[
f(X) : F(X) \to G(X),
\]

one for each object \( X \) in \( C \) such that for any morphism \( \phi : X \to Y \) the following diagram is commutative:

\[
\begin{array}{ccc}
F(X) & \xrightarrow{f(X)} & G(X) \\
\downarrow{F(\phi)} & & \downarrow{G(\phi)} \\
G(X) & \xrightarrow{f(Y)} & G(Y)
\end{array}
\]

The composition of morphisms of functors as well as the identity morphism are defined in an obvious way. We see, therefore, that functors from one category to another themselves form a category.

The next notion we will consider is that of an *equivalence of categories*. If we view a category as an analogue of a group then this is analogous to the notion of an isomorphism. However we will see that there is important subtlety in the definition of an equivalence of categories.

**Definition 2.25.** Let \( C \) and \( D \) be two categories. They are said to be equivalent if there exist two functors \( F : C \to D \) and \( G : D \to C \) such that the composition \( F \circ G \) is isomorphic to the identity functor on \( D \) and the composition \( G \circ F \) is isomorphic to the identity functor on \( C \). In this situation the functors \( F \) and \( G \) are called quasi-inverse equivalences between \( C \) and \( D \).

**Remark 2.26.** There is also a notion of an isomorphism between categories which is obtained if one requires that the compositions of \( F \) and \( G \) be equal to the identity functors on \( C \) and \( D \) (as opposed to isomorphic). This notion, surprisingly, turns out to be more or less useless since a natural construction hardly ever determines an isomorphism of categories. The following example is instructive.

**Example 2.27.** Consider the category \( \text{Vect}_k \) of finite-dimensional vector spaces over a field \( k \) and a functor \( \text{Vect}_k^{\text{op}} \to \text{Vect}_k \) given by associating to a vector space \( V \) its dual \( V^* \). We claim that this functor establishes an equivalence of categories \( \text{Vect}_k \) and \( \text{Vect}_k^{\text{op}} \) where the quasi-inverse functor is likewise given by associating to a vector space its dual. Indeed, the composition of the two functors associates to a vector space \( V \) its double dual \( V^{**} \). There is then a natural (i.e. functorial) isomorphism \( V \to V^{**} \): a vector \( v \in V \) determines a linear function \( \tilde{v} \) given for \( \alpha \in V^* \) by the formula \( \tilde{v}(\alpha) = \alpha(v) \). Note that \( V^{**} \) is not equal to \( V \), only canonically isomorphic to it.

**Exercise 2.28.** Fill in the details in the above proof that the dualization functor is an equivalence of categories.

Many of the theorems in mathematics, particularly in algebraic topology, could be interpreted as statements that certain categories are equivalent. We will see some examples later on. For now let us formulate a useful criterion for a functor to be an equivalence which does not require constructing a quasi-inverse explicitly. It is somewhat analogous to the statement that a map of sets is an isomorphism (bijection) if and only if it is a surjection and an injection. First, a definition:

**Definition 2.29.** A functor \( F : C \to D \) is called full if for any \( X, Y \in \text{Ob}(C) \) the map \( \text{Hom}_C(X, Y) \to \text{Hom}_D(F(X), F(Y)) \) is surjective. If the latter map is injective then \( F \) is said to be faithful.

**Theorem 2.30.** A functor \( F : C \to D \) is an equivalence if and only if:

1. \( F \) is full and faithful.
2. Every object on \( D \) is isomorphic to an object of the form \( F(X) \) for some object \( X \) in \( C \).
Proof. Let $F$ be an equivalence $\mathcal{C} \to \mathcal{D}$ and $G : \mathcal{D} \to \mathcal{C}$ be the quasi-inverse functor. Let

$$f(X) : GFX \to X, X \in \text{Ob}(\mathcal{C}),$$
$$g(Y) : FGY \to Y, Y \in \text{Ob}(\mathcal{D})$$

be the given isomorphisms of functors $GF \to \text{Id}_C$ and $FG \to \text{Id}_D$. Note that an object $Y$ of $\mathcal{D}$ is isomorphic to $F(GX)$ which proves that $F$ is surjective on isomorphism classes of objects.

Further, let $\phi \in \text{Hom}(X, X')$ be a morphism in $\mathcal{C}$ and consider the commutative diagram

$$\begin{array}{ccc}
GFX & \xrightarrow{g(X)} & X \\
\downarrow{GF(\phi)} & & \downarrow{\phi} \\
GFX & \xrightarrow{g(X')} & X'
\end{array}$$

We see that $\phi$ can be recovered from $F(\phi)$ by the formula

$$\phi = g(X') \circ GF(\phi) \circ (g(X))^{-1}$$

Which shows that $F$ is a faithful functor. Similarly, $G$ is likewise faithful. Now consider a morphism $\psi \in \text{Hom}_D(FX, FX')$ and set

$$\phi = g(X') \circ G(\psi) \circ (g(X))^{-1} \in \text{Hom}_C(X, X').$$

Then (as has just been proved) $\phi = g(X') \circ GF(\phi) \circ (g(X))^{-1}$ and $G(\psi) = GF(\phi)$ because $g(X), g(X')$ are isomorphisms. Since $G$ is faithful, $\psi = G(\phi)$ so $F$ is fully faithful as required.

Conversely suppose that the conditions (1) and (2) hold. For any $Y \in \text{Ob}(\mathcal{D})$ fix $X_Y \in \text{Ob}(\mathcal{C})$ so that there exists an isomorphism $g(X) : FX_Y \to Y$. We define the functor $G$ quasi-inverse to $F$ by $GY = X_Y$ and for $\psi \in \text{Hom}_D(Y, Y')$ define

$$G(\psi) = g(Y)^{-1} \circ \psi \circ g(Y) \in \text{Hom}(FGX_Y, FGX_{Y'}) = \text{Hom}(GY, GY').$$

It is easy to check that $G$ is a functor and that $g = \{g(Y)\} : FG \text{Id}_D$ is an isomorphism of functors. Finally $g(FX) : FGFX \to FX$ is an isomorphism for all $X \in \text{Ob}(\mathcal{C})$. Therefore by (1) $g(FX) = F(f(X))$ for a unique isomorphism $f(X) : GFX \to X$. An easy inspection shows that $f = \{f(X)\}$ is an isomorphism of functors $GF \to \text{Id}_C$. Therefore $G$ is indeed quasi-inverse to $F$. \qed

3. Homotopy of continuous maps

Here and later on $I$ will denote the unit interval: $I = [0, 1]$ with its usual topology.

Definition 3.1. Let $X$ and $Y$ be two topological spaces and $f, g : X \to Y$ be two (continuous) maps. Then $f$ is said to be homotopic to $g$ if there exists a map $F : X \times I \to Y$, called a homotopy such that $F(x, 0) = f(x)$ and $F(x, 1) = g(x)$. In that case we will write $f \sim g$.

A homotopy $F$ can be considered as a continuous family of maps $f_t : X \to Y$ indexed by the points in $I$. Then $f_0 = f$ and $f_1 = g$. In other words the homotopy $F$ continuously deforms the map $f$ into the map $g$.

Proposition 3.2. The relation $\sim$ is an equivalence relation on the set of maps from $X$ to $Y$.

Proof. (1) Reflexivity. Let $f : X \to Y$ be a map and define $F : X \times I \to Y$ by the formula $F(x, t) = f(x)$. Then $F$ is a homotopy between $f$ and itself.

(2) Symmetry. Assume that $f \sim g$. Then there exists a homotopy $F : X \times I \to Y$ such that $F(x, 0) = f(x)$ and $F(x, 1) = g(x)$. Define the homotopy $G : X \times I \to Y$ by the formula $G(x, t) = F(x, 1 - t)$. Then, clearly $G(x, 0) = g(x)$ and $G(x, 1) = f(x)$ so $g \sim f$.

(3) Transitivity. Suppose that $g \sim h$ and $g \sim h$. Let $F : X \times I \to Y$ be the homotopy relating $f$ and $g$ and $G : X \times I \to Y$ be the homotopy relating $g$ and $h$. Define the homotopy $H : X \times I \to Y$ by the formula

$$H(x, t) = \begin{cases} F(x, 2t) & \text{if } t \leq \frac{1}{2}, \\
G(x, 2t - 1) & \text{if } t \geq \frac{1}{2}. \end{cases}$$
Then clearly \( f \sim h \) via the homotopy \( H \).

Since \( \sim \) is an equivalence relation the set of maps from \( X \) to \( Y \) is partitioned into equivalence classes. These classes are called the homotopy classes of maps from \( X \) into \( Y \). The set of all homotopy classes is denoted by \([X,Y]\).

**Proposition 3.3.** Let \( f,f' : X \rightarrow Y \) and \( g,g' : Y \rightarrow Z \) be the continuous maps. Suppose that \( f \sim f' \) and \( g \sim g' \). Then \( g \circ f \sim g' \circ f' \).

**Proof.** We'll first prove that \( g \circ f \sim g' \circ f' \). Let \( F : X \times I \rightarrow Y \) be the homotopy connecting \( f \) and \( f' \). Define the homotopy \( F' : X \times I \rightarrow Z \) as the composition

\[
X \times I \xrightarrow{F} Y \xrightarrow{g} Z.
\]

Now we'll show that \( g \circ f' \sim g' \circ f' \). Let \( G : Y \times I \rightarrow Z \) be the homotopy connecting \( g \) and \( g' \). Define the homotopy \( G' : X \times I \rightarrow Z \) as the composition

\[
X \times I \xrightarrow{f' \times \text{id}} Y \times I \xrightarrow{G} Z.
\]

Therefore \( g \circ f \sim g \circ f' \sim g' \circ f' \) and we are done. \( \square \)

We are now ready for the following

**Definition 3.4.** The homotopy category \( h\text{Top} \) is the category whose objects are topological spaces and the set of morphisms between two objects \( X \) and \( Y \) is the set of homotopy classes of maps \( X \rightarrow Y \).

Of course we need to check that this \( h\text{Top} \) is indeed a category. This is an easy exercise for you. Note that there is a tautological functor from the category \( \text{Top} \) to \( h\text{Top} \).

**Definition 3.5.** Two topological spaces \( X \) and \( Y \) are called homotopy equivalent if there are maps \( f : X \rightarrow Y \) and \( g : Y \rightarrow X \) such that \( f \circ g \sim 1_X \) and \( g \circ f \sim 1_Y \). In that case \( f \) and \( g \) are called homotopy equivalences.

In other words a homotopy equivalence is a map which admits a two-sided inverse up to homotopy. Homotopy equivalence is just the categorical isomorphism in \( h\text{Top} \). Note that a homeomorphism is a special case of a homotopy equivalence. However there are many examples where a homotopy equivalence is not a homeomorphism as we'll see shortly.

**Definition 3.6.** A topological space is called contractible if it is homotopy equivalent to a point \( \{pt\} \).

**Definition 3.7.** Let \( X,Y \) be spaces and \( y \in Y \). Then the map \( f : X \rightarrow Y \) is called nullhomotopic if it is homotopic to the constant map taking every point in \( X \) into \( Y \).

Note that a map \( \{pt\} \rightarrow X \) is nothing but picking a point in \( X \). We see that a topological space \( X \) is contractible iff the identity map \( 1_X : X \rightarrow X \) is nullhomotopic.

Recall that a subset \( X \) of \( \mathbb{R}^n \) is convex if for each pair of points \( x,y \in X \) the line segment joining \( x \) and \( Y \) is contained in \( X \). In other words, \( tx + (1-t)x \in X \) for all \( t \in I \).

**Proposition 3.8.** Every convex set \( X \) is contractible.

**Proof.** Choose \( x_0 \in X \) and define \( f : X \rightarrow X \) by \( f(x) = x_0 \) for all \( x \in X \). Then define a homotopy \( F : X \times I \rightarrow X \) between \( f \) and \( 1_X \) by \( F(x,t) = tx_0 + (1-t)x \). \( \square \)

This shows that there are many contractible spaces which are not points. In other words the notion of homotopy equivalence is strictly weaker than that of homeomorphism. On the other hand note that a contractible set need not necessarily be convex. (Show that a hemisphere is contractible).

It is easy to construct null-homotopic maps and contractible spaces. In fact you could deduce from Exercise 2.18 that for a contractible space \( X \) and any space \( Y \) all maps \( X \rightarrow Y \) are nullhomotopic (and homotopic to each other) so that the set \([X,Y]\) consists of just one element. Similarly the set \([Y,X]\) consists of only one element.
It is much harder to show that a given map is essential that is, not null-homotopic or that a given space is not contractible. We will now give an example of an essential map.

Let \( \mathbb{C} \) denote the field of complex numbers and \( \Sigma_\rho \subset \mathbb{C} \) denote the circle with center at the origin and radius \( \rho \). Consider the function \( z \mapsto z^n \) and denote by \( f_\rho^n \) its restriction to \( \Sigma_\rho \). Thus \( f_\rho^n : \Sigma_\rho \to \mathbb{C} \setminus \{0\} \).

**Theorem 3.9.** For any \( n > 0 \) and any \( \rho > 0 \) the map \( f_\rho^n \) is essential.

The proof of this theorem will be given later. For now we will deduce from it the fundamental theorem of algebra. Recall that the latter states that any nonconstant polynomial with complex coefficients has at least one complex root.

**Proof of fundamental theorem of algebra.** Consider the polynomial with complex coefficients:

\[
g(z) = a_0 + a_1 z + \ldots + a_{n-1} z^{n-1} + z^n.
\]

Choose \( \rho > \max\{1, \Sigma_{i=0}^{n-1} |a_i|\} \) and define \( F : \Sigma_\rho \times I \to \mathbb{C} \) by

\[
F(z, t) = z^n + \Sigma_{i=0}^{n-1} (1-t)a_i z^i.
\]

It would be clear that \( F \) is a homotopy between \( f_\rho^n \) and \( g|_{\Sigma_\rho} \) if we can show that the image of \( F \) is contained in \( \mathbb{C} \setminus \{0\} \). In other words we need to show that \( F(z, t) \neq 0 \). Indeed, if \( F(z, t) = 0 \) for some \( t \in I \) and some \( z \) with \( |z| = \rho \) then

\[
z^n = -\Sigma_{i=0}^{n-1} (1-t)a_i z^i.
\]

By the triangle inequality

\[
|a^n| \leq \Sigma_{i=0}^{n-1} |1-t| |a_i| \leq \Sigma_{i=0}^{n-1} |a_i| \leq (\Sigma_{i=0}^{n-1} |a| |1-t|^{n-1},
\]

because \( \rho > 1 \) implies that \( \rho^i \leq \rho^{i-1} \). Canceling \( \rho^{n-1} \) gives \( \rho \leq (\Sigma_{i=0}^{n-1} |a| |1-t|^{n-1} \) which contradicts our choice of \( \rho \).

Now suppose that \( g \) has no complex roots. Define \( G : \Sigma_\rho \times I \to \mathbb{C} \setminus \{0\} \) by \( G(z, t) = g((1-t)z) \). Note that since \( g \) has no roots the values of \( G \) do lie in \( \mathbb{C} \setminus \{0\} \). Then \( G \) is a homotopy between \( g \) restricted to \( \Sigma_\rho \) and the constant function \( z \mapsto g(0) = a_0 \). Therefore \( g|_{\Sigma_\rho} \) is nullhomotopic and since \( f_\rho^n \) is homotopic to \( g \) it too, is nullhomotopic. This contradicts Theorem 3.9.

### 4. Pointed spaces and homotopy groups

For technical reasons it is often more convenient to work in the category of pointed topological spaces. Here’s the definition:

**Definition 4.1.** A pointed space is a pair \((X, x_0)\) where \( X \) is a space and \( x_0 \in X \). Then \( x_0 \) is called the base point of \( X \). A map of based spaces \((X, x_0) \to (Y, y_0)\) is just a continuous map \( f : X \to Y \) such that \( f(x_0) = y_0 \). The category of pointed topological spaces and their maps is denoted by \( Top_* \).

What is a homotopy in the category \( Top_* \)? Let us introduce a slightly more general notion of a relative homotopy.

**Definition 4.2.** Let \( X \) be a topological space, \( A \subset X \) and \( Y \) is another space. Let \( f, g : X \to Y \) be two maps such that their restrictions to \( A \) coincide. Then \( f \) is homotopic to \( g \) relative to \( A \) if there exists a map \( F : X \times I \to Y \) such that \( F(a, t) = f(a) = g(a) \) for all \( a \in A \) and \( t \in I \). We will say that \( f \sim g \) rel \( A \).

Now let \((X, x_0)\) and \((Y, y_0)\) be pointed spaces and \( f, g : X \to Y \) be two pointed maps.

**Definition 4.3.** The maps \( f \) and \( g \) are called homotopic as pointed maps if they are homotopic rel \( x_0 \). The set of pointed homotopy classes of maps from \( X \) to \( Y \) is denoted by \([X, Y]_*\).
In other words the homotopy between \( f \) and \( g \) goes through pointed maps where the cross-section \( X \times t \subset X \times I \) has \((x_0, t)\) for its base point.

Similarly to the unpointed case one shows that pointed homotopy is an equivalence relation on the set of pointed maps from one space to another. Moreover the composition of pointed homotopy classes of maps is well-defined and we are entitled to the following

**Definition 4.4.** The homotopy category of pointed spaces \( h\text{Top}_\ast \) is the category whose objects are pointed spaces and morphisms are homotopy classes of pointed maps.

More often than not we will work with pointed spaces pointed maps, homotopies etc.

**Question 4.5.** What is the relevant notion of homotopy equivalence for pointed spaces?

We are now preparing to define the fundamental group of a space. As the name suggests this is one of the most important invariants that a space has. Recall that a path \( \gamma \) in \( X \) is just a continuous map \( \gamma : I \rightarrow X \).

**Definition 4.6.** We say that two paths \( \delta \) and \( \gamma \) in \( X \) are homotopic if they are homotopic as maps \( I \rightarrow X \) rel \((0, 1)\). The homotopy class of the path \( \gamma \) will be denoted by \([\gamma]\).

Note our abuse of language here; the notion of homotopy of paths differs from usual homotopy. So two paths are homotopic if they could be continuously deformed into each other in such a way that in the process of deformation their endpoints don’t move.

Given two paths \( \delta, \gamma \) in \( X \) such that \( \delta(1) = \gamma(0) \) their product \( \delta \cdot \gamma \) is the path that travels first along \( \delta \) then along \( \gamma \). More formally,

\[
\delta \cdot \gamma(t) = \begin{cases} 
\delta(2t) & \text{if } 0 \leq t \leq \frac{1}{2}, \\
\gamma(2t - 1) & \text{if } \frac{1}{2} \leq t \leq 1.
\end{cases}
\]

Note that the product operation respects homotopy classes in the sense that \([\delta \cdot \gamma]\) is homotopic to the path \([\delta] \cdot [\gamma]\) (prove that!)

Further for a path \( \gamma \) define its inverse \( \gamma^{-1} \) by the formula \( \gamma^{-1}(t) = \gamma(1 - t) \).

Let us now assume that the space \( X \) is pointed and restrict attention to those paths \( \gamma \) for which \( \gamma(0) = \gamma(1) = x_0 \), the base point of \( X \). Such a path is called a loop in \( X \) and the set of homotopy classes of loops is denoted by \( \pi_1(X) \). The product of two loops is again a loop. Let us define the constant loop \( e \) be the formula \( e(t) = x_0 \). Then we have a

**Proposition 4.7.** The set \( \pi_1(X, x_0) \) is a group with respect to the product \([\delta] \cdot [\gamma] = [\delta \cdot \gamma] \).

**Proof.** The following slightly stylized pictures represent relevant homotopies. You could try to translate them into formulas if you like.
The group $\pi_1(X, x_0)$ is called the fundamental group of the pointed space $(X, x_0)$. Note that a loop $\gamma : I \to X$ could be considered as a map $S^1 \to X$ which takes the base point $1 \in S^1$ to $x_0 \in X$. The homotopies of paths correspond to homotopies of based maps $S^1 \to X$ and therefore the fundamental group $\pi_1(X, x_0)$ is the same as the $[S^1, X]_*$, the set of homotopy classes of pointed maps from $S^1$ to $X$. Note also that the correspondence $(X, x_0) \mapsto \pi_1(X, x_0)$ is a functor $\mathcal{H}op \to \mathcal{G}r$.

It is natural to ask how the fundamental group of $X$ depends on the choice of the base point. It is clear that we choose base points lying in different connected components of $X$ then there is no connection whatever between the corresponding fundamental groups. We assume, therefore, that $X$ is connected. Let $x_0, x_1$ be two points in $X$ and choose a path $h : I \to X$ connecting $x_0$ and $x_1$. The inverse path $h^{-1} : I \to X$ then connects $x_1$ and $x_0$. Then we can associate to any loop $\gamma$ of $X$ based at $x_1$ the loop $h \cdot \gamma \cdot h^{-1}$ based at $x_0$. Strictly speaking we should choose an order of forming the product $h \cdot \gamma \cdot h^{-1}$, either $(h \cdot \gamma) \cdot h^{-1}$ or $h \cdot (\gamma \cdot h^{-1})$ but the two choices are homotopic and we are only interested in homotopy classes here. Then we have a

**Proposition 4.8.** The map $\beta_h : \pi_1(X, x_1) \to \pi_1(X, x_0)$ defined by $\beta_h[\gamma] = [h \cdot \gamma \cdot h^{-1}]$ is an isomorphism of groups.

**Proof.** If $f_t : I \to X$ is a homotopy of loops based at $x_1$ then $h \cdot f_t \cdot h^{-1}$ is a homotopy of loops based at $x_0$ so $\beta_h$ is well-defined. Further $\beta_h$ is a group homomorphism since

$$\beta_h[\gamma_1 \cdot \gamma_2] = [h \cdot \gamma_1 \cdot \gamma_2 \cdot h^{-1}] = [h \cdot \gamma_1 \cdot h^{-1} \cdot h \cdot \gamma_2] = \beta_h[\gamma_1] \beta_h[\gamma_2].$$

Finally $\beta_h$ is an isomorphism with inverse $\beta_{h^{-1}}$ since

$$\beta_h \beta_{h^{-1}}[\gamma] = \beta_h[h^{-1} \cdot \gamma \cdot h] = [h \cdot h^{-1} \cdot \gamma \cdot h \cdot h^{-1} = [\gamma]$$

and similarly $\beta_{h^{-1}} \beta_h[\gamma] = \gamma$. □

So we see that if $X$ is (path-)connected then the fundamental group of $X$ is independent, up to an isomorphism, of the choice of the base point in $X$. In that case the notation $\pi_1(X, x_0)$ is often abbreviated to $\pi_1(X)$ or $\pi_1 X$.

**Exercise 4.9.** Show that two homotopic paths $h_1$ and $h_2$ connecting $x_0$ and $x_1$ determine the same isomorphism between $\pi_1(X, x_0)$ and $\pi_1(X, x_1)$. That is, $\beta_{h_1} = \beta_{h_2}$.

**Definition 4.10.** A space $X$ is called simply-connected if it is (path-)connected and has a trivial fundamental group.

**Exercise 4.11.** Show that a space $X$ is simply-connected iff there is a unique homotopy class of paths connecting any two points in $X$.

**Proposition 4.12.** $\pi_1(X \times Y)$ is isomorphic to $\pi_1 X \times \pi_1 Y$ if the pointed spaces $X$ and $Y$ are connected.

**Proof.** A basic property of the product topology is that a map $f : Z \to X \times Y$ is continuous iff the maps $g : Z \to X$ and $h : Z \to Y$ defined be $f(z) = (g(z), h(z))$ are both continuous. (We did not prove that but this is almost obvious and you can do it as an exercise.) Therefore a loop $\gamma$ in $X \times Y$ based at $(x_0, y_0)$ is the same as a pair of loops $\gamma_1$ in $X$ and $\gamma_2$ in $Y$.based at $x_0$ and $y_0$ respectively. Similarly a homotopy $f_t$ of a loop in $X \times Y$ is the same as a pair of homotopies $g_t$ and $h_t$ of the corresponding loops in $X$ and $Y$. Thus we obtain a bijection

$$\pi_1(X \times Y, (x_0, y_0)) \to \pi_1(X, x_0) \times \pi_1(Y, y_0)$$
so that \([\gamma] \mapsto [\gamma_1] \times [\gamma_2]\). This is clearly a group homomorphism and we are done.

Our first real theorem is the calculation of \(\pi_1 S^1\). We consider \(S^1\) as embedded into \(\mathbb{R}^2\) as a unit circle having its center at the origin. The point \((1, 0)\) will be the base point. Now we have a

**Theorem 4.13.** The fundamental group of \(S^1\) is isomorphic to \(\mathbb{Z}\), the group of integers. In particular it is abelian.

**Proof.** To any point \(x \in S^1\) we associate in the usual way a real number defined up to a

summand of the form \(2\pi k\). For example, the base point is associated with the collection \([2\pi k]\), the point \((0,1)\) with the collection \(\{\frac{\pi}{2} + 2\pi k\}\). Then any loop \(\omega : I \to S^1\) corresponds to a multivalued function \(\omega'\) on \(I\) whose value at any point is defined up to a summand \(2\pi k\) and the values of which at 0 and 1 is the collection of numbers \(\{2\pi k\}\).

Let us call a function \(\omega'' : I \to \mathbb{R}\) a singly-valued branch of \(\omega'\) if \(\omega''\) is continuous and its (single) value at any point \(x \in I\) belongs the the set of values at \(x\) assumed by \(\omega'\).

we claim that \(\omega'\) has a singly-valued branch \(\omega''\) which is determined uniquely by the condition \(\omega''(0) = 0\). Indeed, let \(n\) be a positive integer such that if \(|x_1 - x_2| \leq \frac{1}{n}\) then the points \(\omega(x_1), \omega(x_2) \in S^1\) are not diametrically opposite. Set \(\omega''(0) = 0\). Further for \(0 \leq x \leq \frac{1}{n}\) we choose for \(\omega''(x)\) that value of \(\omega'(x)\) for which \(\omega'(x) < \pi\). Then for \(\frac{1}{n} \leq x \leq \frac{3}{n}\) we take for \(\omega''(x)\) the value of \(\omega'(x)\) for which \(\omega'(x) < \omega''(\frac{1}{n})\). And so forth.

Note the following properties of the function \(\omega'' : I \to \mathbb{R}\):

- \(\omega''(1)\) is an integer multiple of \(2\pi\).
- A homotopy \(\omega_t\) of the loop \(\omega\) determines a homotopy \(\omega''_t\) of \(\omega''\).

Note that the integer \(k = \frac{\omega''(1)}{2\pi}\) does not change under any homotopy because it can only assume a discrete set of values. So this integer only depends on the homotopy class of \(\omega\), that is, on the element in \(\pi_1 S^1\) which \(\omega\) represents.

Next, there for any given \(k\) there exists a loop \(\omega\) for which \(\frac{\omega''(1)}{2\pi} = k\). Indeed, it suffices to set \(\omega = h_k = 2\pi k x\).

Finally if \(\omega\) and \(\lambda\) are two loops for which \(\omega''(1) = \lambda''(1) = k\) then \(\omega''\) and \(\omega''\) are homotopic in the class of functions \(I \to \mathbb{R}\) having fixed values at 0 and 1 and both are homotopic to \(h_k\). (Why?)

That shows that the correspondence \(\omega \mapsto \omega''(1)\) determines a bijection of sets \(\pi_1 S^1 \mapsto \mathbb{Z}\).

To see that this is in fact an isomorphism of groups observe that

\[(h_k \cdot h_l)''(1) = h''_{k+l}(1).\]

The map \(S^1 \to S^1\) corresponding to the loop having invariant \(n\) is called a degree \(n\) map. Thus, a degree \(n\) map from \(S^1\) into itself wraps \(S^1\) around itself \(n\) times.

The correspondence \(X \mapsto \pi_1 X\) is clearly a functor \(hTop_\ast \to Gr\). For a map of pointed spaces \(f : (X,x_0) \to (Y,y_0)\) we have a map \(f_* : \pi_1(X,x_0) \to \pi_1(Y,y_0)\) called the induced map of fundamental groups of \(X\) and \(Y\). Consider a map \(f : S^1 \to S^1\) of degree \(n\). Then, clearly, the induced map \(\pi_1 S^1 \to \pi_1 S^1 : Z \to Z\) is just the multiplication by \(n\).

If two spaces \(X\) and \(Y\) are homotopically equivalent through a basepoint-preserving homotopy then \(\pi_1 X \cong \pi_1 Y\) (why?). To keep track of the basepoint is something of a nuisance. Fortunately, this is not necessary as the following result shows.

**Proposition 4.14.** If \(f : X \to Y\) is an (unpointed) homotopy equivalence then the induced homomorphism \(\pi_1(X,x_0) \to \pi_1(Y,f(x_0))\) is an isomorphism for all \(x_0 \in X\).

**Proof.** The proof will use a simple fact about homotopies that do not fix the basepoint

**Lemma 4.15.** Let \(f_t : X \to Y\) be a homotopy between \(f_0\) and \(f_1 : X \to Y\) and \(h\) be the path \(f_t(x_0)\) formed by the images of the basepoint \(x_0 \in X\). Then \(f_0 = \beta_h f_1\). In other words the
Exercise 4.17. Following the ideas in the Introduction prove the Brower fixed point theorem for a two-dimensional disk. Assuming that \( \pi_n S^n = \mathbb{Z} \) prove it in the general case.

Remark 4.18. We will eventually give a proof of the Brower fixed point theorem in the general case using homology groups rather than homotopy groups.
Sometimes using homotopy groups we could prove that spaces are not homeomorphic to each other. Here’s an example

**Corollary 4.19.** The two-dimensional sphere $S^2$ is not homeomorphic to $\mathbb{R}^2$.

*Proof.* Suppose such a homeomorphism $f : S^2 \to \mathbb{R}^2$ exists. Let $p = f^{-1}\{0\}$. Then the punctured sphere $S^2 \setminus p$ is homeomorphic to $\mathbb{R}^2 \setminus \{0\}$. However $S^2 \setminus p$ is contractible, in particular $\pi_1 S^2 \setminus p$ is trivial. On the other hand $\mathbb{R}^2 \setminus \{0\}$ is homotopically equivalent to $S^1$ and therefore has a nontrivial fundamental group, a contradiction. □

What about fundamental groups of higher-dimensional spheres? It turns out that they are all trivial.

**Proposition 4.20.** $\pi_1 S^n = 0$ for $n > 1$.

*Proof.* Let $\omega$ be a loop in $S^n$ at a chosen basepoint $x_0$. If the image of $\omega$ is disjoint from some other point $x \in S^n$ then $\omega$ is actually a map $S^1 \to S^n \setminus \{\text{point}\}$. Note that $S^1 \to S^n \setminus \{\text{point}\}$ could be collapsed to the one-point space along the meridians. Therefore $S^1 \to S^n \setminus \{\text{point}\}$ is homotopically equivalent to the point, in particular it is simply-connected. Therefore in that case $\omega$ is null-homotopic. So it suffices to show that $\omega$ is homotopic to the map that is nonsurjective. To this end consider a small open ball in $S^n$ about any point $x \neq x_0$. Note that the number of times $\omega$ enters $B$, passes through $x$ and leaves $B$ is finite (why?) so each of the portions of $\omega$ can be pushed off $x$ without changing the rest of $\omega$.

More precisely, we consider $\omega$ as a map $I \to S^n$. Then the set $\omega^{-1}(B)$ is open in $(0, 1)$ and hence is the union of a possibly infinite collection of disjoint open intervals $(a_i, b_i)$. The compact set $\omega^{-1}(x)$ is contained in the union of these intervals, so it must be contained in the union of finitely many of them. Consider one of the intervals $(a_i, b_i)$ meeting $\omega^{-1}(x)$. The path $\omega_i$ obtained by restricting $\omega$ to the interval $[a_i, b_i]$ lies in the closure of $B$ and its endpoints $\omega(a_i), \omega(b_i)$ lie in the boundary of $B$. Since $n \geq 2$ we can choose a path $\gamma_i$ from $\omega(a_i)$ to $\omega(b_i)$ inside the closure of $B$ but disjoint from $x$. (For example, we could choose $\gamma_i$ to lie in the boundary of $B$ which is a sphere of dimension $n - 1$ which is connected if $n \geq 2$). Since the closure of $B$ is simply-connected the path $\omega_i$ is homotopic to $\gamma_i$ so we may deform $\omega$ by deforming $\omega_i$ to $\gamma_i$. After repeating this process for each of the intervals $(a_i, b_i)$ that meet $\omega^{-1}$ we obtain a loop $\gamma$ homotopic to the original $\omega$ and with $\gamma(I)$ disjoint from $x$. □

**Corollary 4.21.** $\mathbb{R}^2$ is not homeomorphic to $\mathbb{R}^n$ for $n \neq 2$.

*Proof.* Suppose that $f : \mathbb{R}^2 \to \mathbb{R}^n$ is a homeomorphism. I’ll leave the case $n = 1$ for you as an exercise and assume that $n > 2$. Then $\mathbb{R}^2 \setminus \{0\}$ is homotopy equivalent to $S^2$ whereas $\mathbb{R}^n \setminus \{f(0)\}$ is homotopy equivalent to $S^n$. Therefore by Proposition 4.20 $\mathbb{R}^n \setminus \{f(0)\}$ cannot be homotopy equivalent to $\mathbb{R}^2 \setminus \{0\}$, let alone homeomorphic to it. □

### 4.1. Higher homotopy groups

The group $\pi_1(X, x_0)$ is the first of the infinite series of homotopy invariants of pointed spaces called *homotopy groups*. Here we sketch the definition and basic properties of these invariants.

Below $I^n$ will denote the $n$-dimensional cube, the product of intervals $[0, 1]$.

**Definition 4.22.** For a based space $(X, x_0)$ define the $n$th homotopy group of $X$ (denoted by $\pi_n(X, x_0)$) as the set of homotopy classes of maps $f : (I^n, \partial I^n) \to (X, x_0)$ (i.e. such that the boundary of $I^n$ goes to the basepoint $x_0$) where the homotopy $f_t$ is required to satisfy $f_t(\partial I^n) = x_0$ for all $t \in [0, 1]$.

**Remark 4.23.** Note that $I^n / (\partial I^n)$ is homeomorphic to an $n$-dimensional sphere $S^n$. It is furthermore clear that $\pi_n(X, x_0)$ could alternatively be defined as the set of homotopy classes of based maps $(S^n, s_0) \to (X, x_0)$. When $n = 1$ we recover the definition of $\pi_1(X, x_0)$.

The set $\pi_n(X, x_0)$ has a group structure defined as follows. For $f, g : I^n \to X$ set

$$
(f + g)(s_1, \ldots, s_n) = \begin{cases} 
  f(2s_1, s_2, \ldots, s_n), & s_1 \in [0, 1/2] \\
  g(2s_1 - 1, s_2, \ldots, s_n), & s_1 \in [1/2, 1].
\end{cases}
$$
In other words, we cut $I^n$ in half and define the map $f + g$ on each half separately. On the left half this map is a suitably rescaled $f$, on the right half it is a (suitably rescaled) $g$. When we view maps $f$ and $g$ as maps of spheres the following picture illustrates the situation:

![Diagram](image)

It is clear that this sum is well-defined on homotopy classes. Since only the first coordinate is involved in the sum operation, the same arguments as for $\pi_1$ show that $\pi_n(X, x_0)$ is a group. The identity element is the constant map sending the whole of $I^n$ into $x_0$ and the the inverse (or negative) to the element given by a map $f : I^n \to X$ is given by the formula $(-f)(s_1, \ldots, s_n) = f(1 - s_1, s_2, \ldots, s_n)$.

We use the additive notation because (contrary to the case of $\pi_1$) the group $\pi_n(X, x_0)$ is always abelian for $n > 1$. The following picture illustrates the homotopy $f + g \sim g + f$:

![Diagram](image)

Just as in the $\pi_1$ case different choices of a basepoint $x_0$ lead to isomorphic groups $\pi_n(X, x_0)$ when $X$ is path-connected. Indeed, given a path $\gamma : I \to X$ from $x_0 = \gamma(0)$ to $x_1 = \gamma(1)$ we may associate to each map $f : (I^n, \partial I^n) \to (X, x_1)$ another map $\gamma f : (I^n, \partial I^n) \to (X, x_0)$ by shrinking the domain of $f$ to a smaller concentric cube in $I^n$, then inserting the path $\gamma$ on each radial segment on the region between the smaller cube and $\partial I^n$ as the following picture illustrates:

![Diagram](image)

The higher are, in some sense, simpler that the fundamental group (being abelian) and the methods for their study therefore are rather different.
5. Covering spaces

We saw that computing fundamental groups of spaces is quite a laborious task in general. The theory of covering spaces, apart from its own significance, provides a more intelligent way to perform the computations than just the brute force method. We will now make a blanket assumption that all our spaces are locally path-connected and locally simply-connected (meaning any point possesses a path-connected simply-connected neighborhood). This is not necessary for developing much of the theory but in practice all spaces of interest will even be locally contractible and so we will not strive for maximum generality here.

**Definition 5.1.** A covering space of a connected space $X$ is a connected space $\tilde{X}$ together with a map $\tilde{p} : \tilde{X} \rightarrow X$ satisfying the following condition: There exists an open cover $\{U_\alpha\}$ of $X$ such that for each $\alpha$ the set $\tilde{p}^{-1}(U_\alpha)$ is a disjoint union of open sets in $\tilde{X}$ each of which maps homeomorphically onto $U_\alpha$. Sometimes we will refer to the map $\tilde{p}$ as a covering. The open sets $U_\alpha$ will be called elementary.

An example of a covering is the map $\tilde{p} : \mathbb{R} \rightarrow S^1$ given by $\tilde{p}(t) = (\cos 2\pi t, \sin 2\pi t)$. Another example is the map $\tilde{p} : S^1 \rightarrow S^1$ given by $\tilde{p}(z) = z^n$ where we view point is $S^1$ as complex numbers having modulus 1.

Note that the function $x \mapsto \{\text{the number of preimages of } x\}$ is a locally constant function on $X$; since we assume that $X$ is connected it is actually constant. This number is sometimes called the number of sheets of the covering $\tilde{p}$.

The most important property of covering spaces is the so-called homotopy lifting property:

**Theorem 5.2.** Let $p : \tilde{X} \rightarrow X$ be a covering and $f_t : Y \rightarrow X$ a homotopy. Suppose that the map $f_0 : Y \rightarrow X$ lifts to a map $\tilde{f}_0 : Y \rightarrow \tilde{X}$. In other words we assume that there exists $\tilde{f}_0 : Y \rightarrow \tilde{X}$ such that the following diagram is commutative:

$$
\begin{array}{ccc}
\tilde{X} & \xrightarrow{\tilde{f}_0} & \tilde{X} \\
\downarrow p & & \downarrow p \\
Y & \xrightarrow{f_0} & X \\
\end{array}
$$

Then there exists a unique homotopy $\tilde{f}_t : Y \rightarrow \tilde{X}$ lifting the homotopy $f_t$. That means that the following diagram is commutative for any $t \in I$:

$$
\begin{array}{ccc}
\tilde{X} & \xrightarrow{\tilde{f}_t} & \tilde{X} \\
\downarrow p & & \downarrow p \\
Y & \xrightarrow{f_t} & X \\
\end{array}
$$

Equivalently if we replace the family $f_t : Y \rightarrow X$ by a single map $F : Y \times I \rightarrow X$ and the family $\tilde{f}_t$ by a map $\tilde{F} : Y \times I \rightarrow \tilde{X}$ then the following diagram should be commutative:

$$
\begin{array}{ccc}
\tilde{X} & \xrightarrow{\tilde{F}} & \tilde{X} \\
\downarrow p & & \downarrow p \\
Y \times I & \xrightarrow{F} & X \\
\end{array}
$$

**Proof.** We need a special case of our theorem to prove the general case:

**Lemma 5.3.** For any path $s : I \rightarrow X$ and any point $\tilde{x}_0$ such that $p(\tilde{x}_0) = s(0) = x_0$ there is a unique path $\tilde{s} : I \rightarrow \tilde{X}$ such that $s(0) = \tilde{x}_0$ and $\tilde{s}$ lifts $s$, i.e. the following diagram is commutative:

$$
\begin{array}{ccc}
\tilde{X} & \xrightarrow{\tilde{s}} & \tilde{X} \\
\downarrow p & & \downarrow p \\
I & \xrightarrow{s} & X \\
\end{array}
$$
Proposition 5.4. If \( U(t) \) an elementary neighborhood of the point \( s(t) \). Since the unit interval \( I \) is compact we can choose a finite collection \( U_1, \ldots, U_N \) among \( \{ U(t) \} \) such that \( U_1 \supset s(t_1, t_{i+1}) \) where \( 0 = t_1 < t_2 < \ldots < t_{N+1} = 1 \).

The preimage of \( U_1 \) is a disjoint union of open sets in \( \tilde{X} \) each of which is homeomorphic to \( U_1 \). Among this union we will choose the one which contains \( \tilde{x}_0 \) and denote it by \( \tilde{U}_1 \). As a partial lift \( \tilde{s} \) of \( s \) take the preimage in \( \tilde{U}_1 \) of the path \( s(t) \) restricted to \( [t_1, t_2] \) (draw a picture!). Then do the same thing with the neighborhood \( U_2 \), the point \( s(t_2) \) and the path \( s(t) \) restricted to \( [t_2, t_3] \) and so one. Since there is only finitely many neighborhoods covering \( s(t) \) this process will end. Also since the lift is unique at each neighborhood the resulting path \( \tilde{s} \) lifting \( s \) will also be unique. \( \square \)

Let’s go back to the proof of Theorem 4.20. Let \( y \in Y \) be an arbitrary point. Define a path \( s_y \) in \( X \) by the formula \( s_y(t) = f_t(y) \). This path could be uniquely lifted to \( \tilde{s}_y : I \to \tilde{X} \) so that \( \tilde{s}_y(0) = \tilde{f}(y) \). Letting \( y \) vary we obtain the map \( \tilde{F}(y, t) = \tilde{s}_y \) so \( \tilde{F} \) is the homotopy \( Y \times I \to \tilde{X} \) which lifts the homotopy \( F : Y \times I \to X \). \( \square \)

Now we will start making connections with fundamental groups.

Proposition 5.4. If \( p : \tilde{X} \to X \) with \( p(\tilde{x}_0) = x_0 \) is a covering then \( p_* : \pi_1(X, \tilde{x}_0) \to \pi_1(X, x_0) \) is a monomorphism.

Proof. We need to prove that if the loop \( \tilde{s} : I \to \tilde{X} \) projects onto the loop \( s : I \to X \) which is nullhomotopic then \( \tilde{s} \) itself is nullhomotopic. Consider a homotopy \( s_t : I \to X \) such that \( s_0 = s, s_1(1) = s_1(0) = x_0 \) and \( s_1(I) = x_0 \). (The homotopy \( s_t \) deforms \( s \) into the constant loop in \( X \).) By the homotopy lifting property (Theorem 5.2) there exists a homotopy \( \tilde{s}_t : I \to \tilde{X} \) such that \( \tilde{s}_0 = \tilde{s} \) and \( p \circ \tilde{s} = s \). Since the preimage of \( x_0 \) in \( \tilde{X} \) is discrete we have \( \tilde{s}_1(0) = \tilde{s}(0) = \tilde{x}_0 \) and \( \tilde{s}_1(1) = \tilde{s}(1) = \tilde{x}_0 \). Furthermore \( \tilde{s}_1(t) = \tilde{x}_0 \). Therefore the loop \( \tilde{s} \) is nullhomotopic. \( \square \)

We will call the group \( p_*\pi_1(\tilde{X}, \tilde{x}_0) \subseteq \pi_1(X, x_0) \) the group of the covering \( p \). The group of the covering depends on the choice of the point \( \tilde{x}_0 \) in \( p^{-1}(x_0) \) and also on the point \( x_0 \in X \). We now investigate this dependence more closely.

Proposition 5.5. Let \( \tilde{x}_0' \in \tilde{X} \) be such that \( p_*(\tilde{x}_0') = x_0 \). Then the subgroups \( p_*\pi_1(\tilde{X}, \tilde{x}_0) \) and \( p_*\pi_1(\tilde{X}, \tilde{x}_0') \) inside \( \pi_1(X, x_0) \) are conjugate.

Proof. Let \( s : I \to X \) be a loop in \( X \) which represents an element in \( p_*\pi_1(\tilde{X}, \tilde{x}_0) \). That means that there exists a loop \( \tilde{s} : I \to \tilde{X} \) at \( \tilde{x}_0 \) which projects down to \( s \) under the map \( p \). Let \( \tilde{h} \) be a path from \( \tilde{x}_0' \) to \( \tilde{x}_0 \) and consider the loop \( \tilde{s}' := \tilde{h} \cdot \tilde{s} \cdot \tilde{h}^{-1} \). This loop is now based at \( \tilde{x}_0' \). Let \( s' := p(\tilde{s}') \) and \( h := p(\tilde{h}) \) be the loops in \( X \) obtained by projecting \( \tilde{s}' \) and \( \tilde{h} \) down to \( X \). Note that \( [s'] \in p_*\pi_1(X, \tilde{x}_0') \). It follows that in \( \pi_1(X, x_0) \) we have

\[
[s'] = \left[ h[s][h]^{-1} \right].
\]

We showed that any element \([s]\) in \( p_*\pi_1(\tilde{X}, \tilde{x}_0) \) is conjugate to some element \([s']\) in \( p_*\pi_1(X, \tilde{x}_0) \). Symmetrically any element in \( p_*\pi_1(X, \tilde{x}_0') \) is conjugate to some element in \( p_*\pi_1(\tilde{X}, \tilde{x}_0) \). \( \square \)

What happens if we change the point \( x_0 \in X \)? Take a point \( x_1 \in X \) and consider the group \( \pi_1(X, x_1) \). There is a collection of subgroups in \( \pi_1(X, x_1) \) corresponding to the various choices of the point in \( p^{-1}(x_1) \). There is also a collection of subgroups in \( \pi_1(X, x_0) \) corresponding to the various choices of the point in \( p^{-1}(x_0) \).

Exercise 5.6. These two collections correspond to each other under an isomorphism between \( \pi_1(X, x_0) \) and \( \pi_1(X, x_1) \) given by a path in \( X \) connecting \( x_0 \) and \( x_1 \). (Hint: use the lifting homotopy property to lift the path \( h \) to \( \tilde{X} \).)

It turns out that the difference between \( \pi_1(X, \tilde{x}_0) \) and \( \pi_1(X, x_0) \) is measured by the number of preimages of the point \( x_0 \) (the number of sheets of the covering \( p \)). More precisely:
Proposition 5.7. There is a bijective correspondence between the collection of cosets $\pi_1(X, x_0)/p_\#\pi_1(\tilde{X}, \tilde{x}_0)$ and the set $p^{-1}(x_0)$.

Proof. Consider a loop $s$ based at $x_0$ in $X$. Using the homotopy lifting property we could lift it to $\tilde{X}$ as a path $h_s : I \to \tilde{X}$ with $h(0) = \tilde{x}_0$. Consider the correspondence $s \mapsto h_s(1)$. If $s$ is being deformed then $h_s(1)$ could vary only within a discrete set. Therefore it does not change. Therefore our correspondence is a map $\pi_1(X, x_0) \to p^{-1}(x_0)$. Furthermore two loops $s_1$ and $s_2$ determine the same element in $p^{-1}(x_0)$ iff the loop $s_1^{-1}s_2$ lifts to $\tilde{X}$ as a loop (apriori it could lift as as a path with two different endpoints). Therefore our correspondence gives in fact an injective map

$$\pi_1(X, x_0)/p_\#(\tilde{X}, \tilde{x}_0) \to p^{-1}(x_0).$$

It remains to see that the last map is surjective but this follows from the connectedness of $\tilde{X}$: any point in $p^{-1}(x_0)$ can be connected with $\tilde{x}_0$ by a path in $\tilde{X}$ an the projection of this path is a loop in $X$ based at $X$. □

We will now formulate and proof a criterion for lifting arbitrary maps (not necessarily homotopies).

Proposition 5.8. Suppose that $p : (\tilde{X}, \tilde{x}_0) \to (X, x_0)$ is a covering and $f : (Y, y_0) \to (X, x_0)$ is a (based) map with $Y$ path-connected. Then the lift $\tilde{f} : (Y, y_0) \to (\tilde{X}, \tilde{x}_0)$ exists if and only if $f_\#(\pi_1(Y, y_0)) \subset p_\#(\pi_1(\tilde{X}, \tilde{x}_0))$. Such a lift is then unique.

Proof. Note first that the ‘only’ statement i obvious. For the converse let $y \in Y$ and let $\gamma$ be a path from $y_0$ to $y$. The path $f \gamma$ in $X$ starting at $x_0$ has a unique lift in $\tilde{X}$ starting at $\tilde{x}_0$. Now set $\tilde{f}(y) := \tilde{f}\gamma(1)$. Let us show that $\tilde{f}$ is independent of the choice of $\gamma$. Indeed, let $\delta$ be another path from $y_0$ to $y$. Then $(f\gamma)(f\delta)^{-1}$ is a loop $h_0$ at $x_0$ whose homotopy class belongs (by the original assumption) to $p_\#(\pi_1(\tilde{X}, \tilde{x}_0))$. Therefore there is a loop $h_1$ at $x_0$ lifting to a loop $\tilde{h}_1$ at $\tilde{x}_0$ and homotopic to $h_0$ through a family $h_t$. Note that of $h_0$ was itself liftable the statement of independence were obvious, but what we have also suffices.

Indeed, we can lift the homotopy $h_t$ to $\tilde{h}_t$ in $\tilde{X}$. Since $\tilde{h}_1$ is a loop then so is $\tilde{h}_0$ which shows that the loop $h_0$ does lift, after all, and we are done.

What remains is to show that $\tilde{f}$ is continuous which is left as an exercise. The uniqueness is likewise clear. □

Definition 5.9. A covering $p : \tilde{X} \to X$ is called regular if the group $p_\#(\pi_1(\tilde{X}, \tilde{x}_0))$ is a normal subgroup in $\pi_1(X, x_0)$.

Remark 5.10. The notion of a regular covering is independent of the choice of $x_0 \in X$ and $\tilde{x}_0 \in p^{-1}(x_0)$ (why?).

Let us consider a loop $s$ based at the point $x_0 \in X$ and lift it to the path $\tilde{s}$ in $\tilde{X}$ so that $\tilde{s}(0) = \tilde{x}_0$. Then $\tilde{s}$ could be a loop in $\tilde{X}$ (in which case $\tilde{s}(1) = \tilde{X}_0$) or else $\tilde{s} \neq \tilde{x}_0$. In the latter case $\tilde{s}$ is a path with two different endpoints in $\tilde{X}$. We will call such a path a nonclosed path to distinguish it from the closed path, i.e. a loop.

Proposition 5.11. A covering $p : \tilde{X} \to X$ is regular if and only if no loop in $X$ can be the image of both a closed and a nonclosed path in $\tilde{X}$.

Proof. Suppose that a loop $s$ based at $\tilde{x}_0 \in \tilde{X}$ lifts to a closed path $\tilde{s}$ based at $\tilde{x}_0$. Then clearly $s \in p_\#(\pi_1(\tilde{X}, \tilde{x}_0))$ bit the subgroup $\pi_1(\tilde{X}, \tilde{x}_0)$ in $\pi_1(X, x_0)$ does not contain the loop $s$. Therefore the subgroups $p_\#(\pi_1(\tilde{X}, \tilde{x}_0))$ and $p_\#(\pi_1(\tilde{X}, \tilde{x}_0))$ inside $\pi_1(X, x_0)$ are different and $p$ cannot be a regular covering.

Conversely, suppose that any lifting of a loop in $X$ is either a loop or a nonclosed path. Any loop $s$ liftable to a loop based at $\tilde{x}_0$ is also liftable to a loop base at $\tilde{x}_0'$. That shows that the subgroups $p_\#(\pi_1(\tilde{X}, \tilde{x}_0))$ and $p_\#(\pi_1(\tilde{X}, \tilde{x}_0))$ inside $\pi_1(X, x_0)$ coincide. In other words the group $p_\#(\pi_1(\tilde{X}, \tilde{x}_0))$ does not depend on the choice of $\tilde{x}_0 \in p^{-1}(x_0)$. When $\tilde{x}_0$ varies the subgroup
Let $\pi_1(\tilde{X}, \tilde{x}_0)$ gets replaced with its conjugate. We see, that the conjugating does not have effect on $\pi_\ast \pi_1(\tilde{X}, \tilde{x}_0')$. In other words $\pi_\ast \pi_1(\tilde{X}, \tilde{x}_0)$ is a normal subgroup of $\pi_1(X, x_0)$. □

We are going to study regular coverings more closely. To do it properly we need to discuss group actions.

**5.1. Digression: group actions.**

**Definition 5.12.** Let $G$ be a group. We say that $G$ acts on the left on the set $X$ if there is a given map of sets $f : G \times X \rightarrow X$. We will denote $f(g, x) \in X$ simply by $gx$. Moreover the following axioms must be satisfied:

- $ex = x$ for any $x \in X$. Here $e$ is the identity element in $G$.
- $(gh)x = g(hx)$ for any $g, h \in G$ and any $x \in X$.

**Exercise 5.13.** Consider the group $\text{Aut}(X)$ consisting of all permutations of the set $X$. Show that $\text{Aut}(X)$ acts on $X$. Moreover show that the action of any group $G$ on $X$ is equivalent to a group homomorphism $G \rightarrow \text{Aut}(X)$.

**Remark 5.14.** One can also define right action of $G$ on $X$ as a map $X \times G \rightarrow X$ so that $(x, g) \rightarrow xg \in X$. The corresponding axioms are:

- $xe = x$ for any $x \in X$ and
- $x(gh) = (xg)h$ for any $g, h \in G$ and any $x \in X$.

There is an analogue of Exercise 5.13. Formulate and prove this analogue. Furthermore for any left action of $G$ on $X$ there is an associated right action defined by the formula $xg := g^{-1}x$. (Show that this is indeed a right action.) Likewise for any right action the formula $gx := xg^{-1}$ define a left action. Thus, we can switch back and forth between left and right actions if needed.

**Examples.** Let $G$ be a group. Then $G$ acts on itself by left translations: $(g, h) \mapsto gh$. (Show that this is indeed a left action.) Similarly $G$ acts on itself by left conjugations: $(g, h) \mapsto ghg^{-1}$. (Show that this is a left action.) Similarly we can define the action of $G$ on itself by right translations and right conjugations.

Another example: the group $GL(n, k)$ of invertible matrices whose entries belong to the field $k$. $G$ acts on the left on the set (actually, a vector space) of vector-columns. Similarly $GL(n, k)$ acts on the right on the set of vector-rows (check this!)

**Definition 5.15.** Suppose that the set $X$ is supplied with an action of the group $G$. Let us introduce the equivalence relation on $X$ by $x_1 \sim x_2$ if $x_1 = gx_2$ for some $g \in G$. The equivalence class of $x \in X$ is called the orbit of the element $x$ and will be denoted by $O(x)$. The set of all orbits is called the quotient of $X$ by the group $G$, denoted by $X_G$ or $X/G$. Clearly there is a map $X \rightarrow X/G$ which associates to a point $x \in X$ its equivalence class. If there is only one orbit of the action of $G$ on $X$ then the action is called transitive.

We are going to study transitive actions. Fix a point $x \in X$.

**Definition 5.16.** The collection $G_x$ of elements $g \in G$ for which $gx = x$ is called the stabilizer of $x$.

Then we have the following almost obvious

**Proposition 5.17.** Let the action of $G$ on $X$ be transitive. Then there is a bijective correspondence between $X$ and the collections of left cosets $G/G_x$ for any $x \in X$.

**Proof.** Let $x' \in X$. Since the action is transitive there exists $g \in G$ such that $gx = x'$. We associate the coset $gG_x$ to the element $x$. Conversely, we associate to a given a coset $gG_x$ the element $gx \in X$. It is straightforward to check that this correspondence is well-defined and one-to-one. □

What is the relationship between stabilizers of different points in $X$? It is not hard to see that they are conjugate in $G$. More precisely, we have the following
Proposition 5.18. Suppose that $G$ acts on $X$ transitively and $x, x'$ are elements in $X$. Let $g \in G$ be such that $gx = x'$. Then $gGxg^{-1} = Gx'$. In other words the subgroups $G_x$ and $G_{x'}$ are conjugate in $G$ via $g$.

Proof. Note that $g^{-1}x' = x$. Let $h \in G_x$. Then $ghg^{-1}x' = ghx = gx = x'$. Therefore $ghg^{-1} \in G_{x'}$. Similarly for $h' \in G_{x'}$ we have $g^{-1}h'g \in G_x$. But $h' = gg^{-1}h'gg^{-1}$. Therefore every element in $G_{x'}$ is of the form $ghg^{-1}$ for some $h \in G_x$. □

Remark 5.19. By analogy with the theory of coverings we can call an action of $G$ on $X$ regular if the stabilizer of some point $x \in X$ is a normal subgroup in $G$, In that case Proposition 5.18 tells us that stabilizers of all points in the orbit of $x$ will be normal and will coincide. Then there is a one-to-one correspondence between $O(x)$ and the quotient group $G/G_x$.

5.2. Regular coverings and free group actions. We will now make a connection between group actions and the theory of covering spaces. The set $X$ on which a group $G$ acts will now assumed to be a topological space and the action will be continuous in the sense that the action map $G \times X \rightarrow X$ is supposed to be a continuous map. Equivalently any element $g$ acts on the space $X$ by homeomorphisms.

Definition 5.20. The action of a group $G$ on a topological space $X$ is called free if any point $x \in X$ possesses a neighborhood $U_x \supset x$ such that $gU_x \cap g'U_x = \emptyset$ for $g \neq g'$.

An example of a free action is the action of the group $Z$ on $\mathbb{R}$ by translations: for $n \in Z$ and $x \in \mathbb{R}$ we define $nx := x + n$. In that case the set of orbits $\mathbb{R}/Z$ is clearly homeomorphic to the circle $S^1$. Another example is the action of the group $Z$ on $S^2$ by reflections about the center. The corresponding quotient space is called the real projective plane.

Theorem 5.21. Let $G$ act freely on $\tilde{X}$. Then the natural map $\tilde{X} \rightarrow \tilde{X}/G$ is a regular covering. Conversely every regular covering $\tilde{X} \rightarrow X$ is of the form $X \rightarrow \tilde{X}/G$ where $G$ is some group acting freely on $\tilde{X}$.

Proof. Suppose first that $G$ acts freely on $\tilde{X}$. We show that the projection $p : \tilde{X} \rightarrow \tilde{X}/G$ is a covering. For any point $\tilde{x} \in \tilde{X}$ we choose a neighborhood $U_{\tilde{x}}$ as in the definition of the free group action. Consider the set $V_{\tilde{x}} := p(U_{\tilde{x}}) \in \tilde{X}/G$. Then $p^{-1}(V_{\tilde{x}})$ is by definition the disjoint union of open sets $\{gU_{\tilde{x}}\}, g \in G$. We see that $V_{\tilde{x}}$ is open in $\tilde{X}$ (recall the definition of the quotient topology). Moreover $V_{\tilde{x}}$ is exactly an elementary neighborhood of the point $p(x) \in \tilde{X}/G$ as in the definition of a covering space. We still need to prove that $p$ is a regular covering. But this is obvious: suppose that a closed and a nonclosed paths are in the preimage of some loop in $\tilde{X}/G$. Then there exists an element of $G$ which maps a closed path into a nonclosed path in $\tilde{X}$. This cannot happen since any element $g$ in $G$ determine a homeomorphism of $\tilde{X}$ and therefore closed paths should go to closed paths; the nonclosed paths - to nonclosed paths under the transformation of $\tilde{X}$ determined by $g$.

Conversely, let us assume that $\tilde{X} \rightarrow X$ is a regular covering. Take any point $x_0 \in X$ and $\tilde{x}_0 \in \tilde{X}$ for which $p(\tilde{x}_0) = x_0$ and consider the quotient group $G := \pi_1(X,x_0)/p_*\pi_1(\tilde{X},\tilde{x}_0)$. We claim that $G$ acts on $X$ so that $X/G = X$.

To see that take a loop $s$ in $X$ based at $x_0$ which represents a coset in $\pi_1(X,x_0)/p_*\pi_1(\tilde{X},\tilde{x}_0)$ and lift it to a path $\tilde{s}$ starting at $\tilde{x}_0$. Let $\tilde{x}'_0$ be the ending point of $\tilde{s}$. Now consider a point $\tilde{x}_1 \in \tilde{X}$ and a path $\tilde{h}$ in $\tilde{X}$ from $\tilde{x}_1$ to $\tilde{x}_0$. The path $\tilde{h}$ projects to the path $h$ in $X$ connecting $x_1 = p(\tilde{x}_1)$ and $x_0$. Let $\tilde{h}'$ be the path lifting $h$ and starting at $\tilde{x}'_0$ and consider the composite path $\tilde{h} \cdot \tilde{s} \cdot \tilde{h}'$ in $\tilde{X}$ . (It would be helpful to draw a picture at this stage.)

We define the action of $G$ on $\tilde{x}_1$ by the formula $s\tilde{x}_1 := \tilde{h} \cdot \tilde{s} \cdot \tilde{h}'(1)$. (In other words $s\tilde{x}_1$ is the ending point of the path $\tilde{h} \cdot \tilde{s} \cdot \tilde{h}'$.)

To see that this action does not depend on the choice of the path $\tilde{h}$ consider another path $\tilde{l}$ connecting $\tilde{x}_1$ and $\tilde{x}_0$ and let $l'$ be the path lifting $l$ and starting at $\tilde{x}'_0$. We claim that the ending point of that paths $l'$ and $\tilde{h}'$ in $\tilde{X}$ coincide. Indeed, denoting by $l$ the projection of $\tilde{l}$ to
we see that the loop $h \cdot l$ lifts to a closed path $\tilde{h} \cdot \tilde{l}$ in $\tilde{X}$. Since $p$ is a regular covering all
liftings of $h \cdot l$ should be closed paths; in particular $\tilde{h} \cdot \tilde{l}$ is a closed path. Our claim is proved.

To finish the proof we need to show that the action of $G$ is free. Take an elementary neighbor-
hood $U_x$ of any point $x \in X$ and consider $p^{-1}U_x$. Then $p^{-1}U_x = \bigsqcup_{x \in p^{-1}U_x} V_x$. Clearly $G$
permutes the neighborhoods $V_x \subset \tilde{X}$ and since these are disjoint we see that $G$ indeed acts
freely.

Definition 5.22. A covering $p : \tilde{X} \to X$ is called universal if $\tilde{X}$ is simply-connected.

Remark 5.23. The universal covering is always regular (why?).

Corollary 5.24. Suppose that a group $G$ acts freely on a simply-connected space $X$. Then
$\pi_1(X/G) \cong G$.

Thus, in order to find a fundamental group of a space $X$ it suffices to find a universal covering
of $X$. This covering is always determined by a free action of some group $G$, and this group is
isomorphic to $\pi_1(X)$. Thus we have a method for computing fundamental groups of spaces.

To illustrate the force of this method consider again the case $X = S^1$. The group $\mathbb{Z}$ acts
on $\mathbb{R}$ by translations and the canonical map $\mathbb{R} \to \mathbb{R}/\mathbb{Z} = S^1$ is clearly a universal covering.
Therefore $\pi_1 S^1 = \mathbb{Z}$. Another example: the group $\mathbb{Z}/2\mathbb{Z}$ acts freely on $S^2$ and the quotient
$S^2/(\mathbb{Z}/2\mathbb{Z}) = \mathbb{R}P^2$, the real projective space. Since $S^2$ is simply-connected we conclude that
$\pi_1 \mathbb{R}P^2 = \mathbb{Z}/2\mathbb{Z}$.

Exercise 5.25. Construct a universal covering over a two-dimensional torus $T^2 = S^1 \times S^1$
and compute $\pi_1(T^2)$. Check that the result is in agreement with Proposition 4.12.

To apply the method of universal coverings to other types of spaces we need to discuss presentations
of groups by generators and relations.

5.3. Generators and relations.

Definition 5.26. Let $S$ be a set. The free group $F(S)$ on $S$ is the group whose elements are the
formal symbols of the form $s_1^{i_1}s_2^{i_2}\cdots s_n^{i_n}$. Here $i_k$ are integers, possibly negative. These symbols
are called words in the alphabet $\{s_i\}, i \in S$. The formal symbols $s_i$ are called the generators. The
multiplication of two words $s_1^{i_1}s_2^{i_2}\cdots s_n^{i_n}$ and $h_1^{i_1}h_2^{i_2}\cdots h_k^{i_k}$ is the word
$s_1^{i_1}s_2^{i_2}\cdots s_n^{i_n}h_1^{i_1}h_2^{i_2}\cdots h_k^{i_k}$ obtained by concatenation of $s_1^{i_1}s_2^{i_2}\cdots s_n^{i_n}$ and
$h_1^{i_1}h_2^{i_2}\cdots h_k^{i_k}$. The unit $e$ is by definition, the empty word. The cancellation rule associates to a word
$s_1^{i_1}s_2^{i_2}\cdots s_n^{i_n}s_{n+1}^{i_{n+1}}\cdots s_m^{i_m}$ the word
$s_1^{i_1}s_2^{i_2}\cdots s_{n+1}^{i_{n+1}}s_{n+2}^{i_{n+2}}\cdots s_m^{i_m}$. Two words are considered equal if one could be obtained from
the other by a finite number of cancellations. (Thus $ss^{-1} = e$, for example.)

For example if $S$ consists of one element, the corresponding free group is just the group
consisting of symbols $s^n, n \in \mathbb{Z}$. Clearly this is just the group of integers, in particular, it is
abelian. The group on two generators is already highly nontrivial and nonabelian.

Remark 5.27. Why is $F(S)$ a group? The multiplication is clearly associative, and the empty
word is the left and right unit for the multiplication. The inverse for the word $s_1^{i_1}s_2^{i_2}\cdots s_n^{i_n}$ is
the word $s_n^{-i_ns_{n-1}}s_{n-2}^{-i_{n-1}}\cdots s_1^{-i_1}$. (Check this!)

Proposition 5.28. Let $G$ be a group. Then there exists a free group $F$ and an epimorphism
$F \to G$.

Proof. Let $S$ be a set whose elements are in one-to-one correspondence with the elements of
$G$. (In other words, $S$ is just $G$, only we forget that $G$ is a group and consider it as just a
set.) The element of $S$ corresponding to $g \in G$ will be denoted by $s_g$. Consider the free group
$F(S)$ and let $f : F(S) \to G$ be the map that associates to a word $s_1^{i_1}s_2^{i_2}\cdots s_n^{i_n}$ the element
$g_1^{i_1}g_2^{i_2}\cdots g_n^{i_n} \in G$ (the multiplication in the last term is taken in the group $G$). Then $f$ is clearly
a surjective homomorphism of $F(S)$ onto $G$. 

□
Remark 5.29. The homomorphism $f$ constructed in the previous proposition is ‘universal’, that is it works for all groups $G$ uniformly. However, it is very ‘wasteful’ in the sense that typically there exists a free group with much smaller set of generators which surjects on to a given group $G$. For example, if $G = \mathbb{Z}$, then $G$ itself is free, so we could just take for $f$ the identity homomorphism $\mathbb{Z} \to \mathbb{Z}$. By contrast, the ‘universal’ homomorphism constructed in Proposition 5.28 involves a free group on countably many generators.

Definition 5.30. Let $G$ be a group and $f : F \to G$ be a surjective homomorphism where $F = F(S)$ is a free group on the set $S$. Let $H$ be the kernel of $f$. Then $S$ is called the set of generators for $G$ and $H$ - the subgroup of relations. In that case we say that $G$ is defined by the set of generators and relations. Note that $G = F(S)/H$.

Remark 5.31. Proposition 5.28 asserts that any group could be defined by generators and relations. However, such presentation is not unique. For example, it is very hard to determine, in general, whether two sets of generators and relations determine the same group. When working with generators and relations one usually tries to find a ‘small’ presentation, i.e. such that the number of generators and the size of the subgroup of relations are as small as possible.

Exercise 5.32. Show that the group with two generators $g, h$ subject to the relation $fg = gf$ is isomorphic to the free abelian group $\mathbb{Z} \times \mathbb{Z}$. More precisely, we consider the free group $F(2)$ with two generators $g$ and $h$ and the normal subgroup $H$ in $F(2)$ generated by the element $ghg^{-1}h^{-1}$. You need to show that the quotient $F(2)/H$ is isomorphic to $\mathbb{Z} \times \mathbb{Z}$.

Hint: using the relation $fg = gf$ any word in $f$ and $g$ can be reduced to a canonical form $f^ig^j$. Show that the canonical form is unique, i.e. if $f^ig^j = f^k g^l$ then $i = k$ and $j = l$. On the other hand the group $\mathbb{Z} \times \mathbb{Z}$ is none other then the set of pairs $(i, j), i, j \in \mathbb{Z}$ with the multiplication law $(i, j)(k, l) = (i + k, j + l)$. It follows that $F(2)/H \cong \mathbb{Z} \times \mathbb{Z}$.

Exercise 5.33. Find the set of generators and relations for the cyclic group $\mathbb{Z}/n\mathbb{Z}$.

5.4. More examples. Using the developed technology we will compute fundamental groups of some more spaces.

Construction. Consider the two dimensional plane $\mathbb{R}^2$, we will identify it with the complex plane $\mathbb{C}$ whenever convenient. (Recall that the point $z = x + iy \in \mathbb{C}$ corresponds to the point $(x, y) \in \mathbb{R}^2$.) Let $X$ be the square in $\mathbb{R}^2$ bounded by the lines $x = 0, y = 0, x = 1, y = 1$. Let us introduce the equivalence relation on $X$ by declaring

1. $(0, y) \sim (1, y)$ for $0 \leq y \leq 1$;
2. $(0, y) \sim (1, y)$ for $0 \leq y \leq 1$ and $(x, 0) \sim (x, 1)$ for $0 \leq x \leq 1$;
3. $(0, y) \sim (1, y - 1)$ for $0 \leq y \leq 1$;
4. $(x, 0) \sim (x - 1, 0)$ for $0 \leq x \leq 1$ and $(0, y) \sim (1, y - 1)$ for $0 \leq y \leq 1$;
5. $(x, 0) \sim (x, 1)$ for $0 \leq x \leq 1$ and $(0, y) \sim (1, y - 1)$ for $0 \leq y \leq 1$.

Now consider the space $X/\sim$. It is clear that in the case (1) $X/\sim$ is a cylinder, in the case (2) $X/\sim$ is a torus, in the case (3) $X/\sim$ is a Möbius strip. In the case (4) $X/\sim$ is homeomorphic to $\mathbb{R}P^2$ (why?) and in the case (5) $X/\sim$ is called the Klein bottle. It will be denoted by $K$. We are interested in $\pi_1 X/\sim$. In fact we already know the answer in all cases save (5) (why?). So let us work out case (5).

Consider the following transformation of $\mathbb{R}^2 = \mathbb{C}$:

$$\phi(z) = z + i;$$
$$\psi(z) = \bar{z} + 1.$$

Here $\bar{z}$ denotes complex conjugation. Let $G$ denote the subgroup generated by $\phi, \psi$ in the group of all transformations of $\mathbb{C}$. We claim that

1. the only relation in $G$ is of the form $\phi \psi \phi = \psi$. (More precisely, $G$ is isomorphic to the quotient of the free group on generators $\phi, \psi$ by the normal subgroup generated by the element $\phi \psi \phi \psi^{-1}$).
2. $G$ acts freely on $\mathbb{C}$ and
3. $\mathbb{C}/G$ is homeomorphic to $K$. 
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This will give us the complete description of $\pi_1 K$. Let us prove the claims (1)-(3).

(1) We have

$$\phi\psi\phi(z) = \phi\psi(z + i) = \phi(\bar{z} + i + 1) = \phi(\bar{z} - i + 1) = \bar{z} - i + 1 + i = \bar{z} + 1 = \psi(z).$$

Next we need to check that all relations in $G$ are consequences of $\phi\psi\phi = \psi$. Rewriting this relation as $\phi\psi = \psi^{-1}\phi$ and using it to permute $\phi$ past $\psi$ we see that any word $\phi^i\psi^j\phi^k\psi^l \ldots \phi^i\psi^j$ could be reduced to the form $\phi^i\psi^j$. We will call such a form canonical. We need to check that two canonical forms are equal in $G$ if and only if they are identical, i.e. if $\phi^i\psi^j = \phi^k\psi^l$ then $i = k$ and $j = l$. This is reduced to showing that if $\phi^i\psi^j = e$ then $i = j = 0$. Next, if $j \neq 0$ then applying the transformation $\phi^i\psi^j$ to any $z \in \mathbb{C}$ we see that $Re(\phi^i\psi^j(z)) = Re(z) + j$ and $\phi^i\psi^j$ could be the identity transformation if $j = 0$ ($\phi$ does not change $Re(z)$). Further, clearly, $\phi^i = e$ iff $i = 0$.

(2) For any $z \in \mathbb{C}$ we need to choose a neighborhood $U_z \ni z$ such that $\phi^i\psi^j(U_z) \cap \phi^k\psi^l(U_z) = \emptyset$ if $(i, j) \neq (k, l)$. Take $U_z$ to be the ball around $z$ of radius $\frac{1}{4}$. If $j \neq l$ then using the fact that $Re(\phi^i\psi^j(z)) = Re(z) + j$ and $Re(\phi^k\psi^l(z)) = Re(z) + l$ we see that $\phi^i\psi^j(U_z) \cap \phi^k\psi^l(U_z) = \emptyset$. I will leave it to you to complete the argument in the case $j = l$.

(3) Note that the orbit of any point $z \in \mathbb{C}$ under the action of $G$ has a representative inside the square $X$. Moreover the points in the interior of $X$ never lie in the same orbit and the points on the boundary of $X$ are identified precisely as in the definition of $K$. That completes our calculation of $\pi_1 K$.

Our next example is concerned with the fundamental group of the wedge of two copies of $S^1$, i.e. the figure eight.

**Remark 5.34.** A wedge is the analogue in $\text{Top}_*$ of the disjoint union construction in $\text{Top}$. Namely for two pointed spaces $(X, x_0)$ and $(Y, y_0)$ their wedge (or bouquet) is the space $X \vee Y$ obtained from $X \bigsqcup Y$ by identifying the points $x_0 \in X$ with $y_0 \in Y$. Thus, $X \vee Y$ is a pointed space whose basepoint is $x_0 = y_0$.

**Proposition 5.35.** $\pi_1(S^1 \vee S^1)$ is the free group on two generators.

**Proof.** Let $F = F(g, h)$ be the free group with generators $g$ and $h$. We will construct a free action of $F$ on a contractible space so that the quotient is homeomorphic to $S^1 \vee S^1$. By Corollary 5.24 this will prove the proposition.

The construction will be done step by step. First, we consider the space $T_1$ which is by definition the figure $+$ (a cross). Next we attach to each outer vertex of $+$ (there are four of them) three new edges so that these vertices become centers of four new crosses. Denote the obtained figure by $T_2$. All edges of $T_2$ are either horizontal or vertical. (It would be helpful to draw a picture at this point.) Note that $T_1 \subset T_2$. Repeating this procedure we construct the sequence of graphs $T_1 \subset T_2 \subset T_3 \subset \ldots$

Denote by $T$ the union of all $T_n$’s. Thus, $T$ is an infinite graph with a marking on the edges. We make $T$ into a metric space by requiring each edge of $T$ to have length 1. In particular, $T$ is a topological space. We claim

(1) $T$ is contractible as a topological space.

(2) $F(g, h)$ acts freely on $T$.

To see (1) it suffices to construct a homotopy $f_t : T \to T$ connecting the identity map on $T$ with the map collapsing $T$ onto its center. Take $x \in T$ and consider a path of minimal length connecting $x$ with the center of $T$. Considering it as a map $\gamma_x : I \to T$ denote by $f_t : T \to T$ the map given by $f_t(x) = \gamma_x(t)$. Then clearly $f_0$ is the identity map whereas $f_1$ is mapping $T$ onto its center.

For (2) define the action of $F(g, h)$ on $T$ as follows. The element $g$ acts as shift upwards by the length 1 whereas $h$ acts by a unit shift to the right. (Then, necessarily, $g^{-1}$ acts as a downward shift while $h^{-1}$ is a shift to the left.) This is clearly a group action. To see that this action is free take a point $x \in T$. Suppose first that $x$ is a vertex of $T$. Taking a ball $U_x$ in $T$ of radius $\frac{1}{4}$ around $x$ we see that the images of $U_x$ under the action of any word $g^ih^j$ are...
balls of radius $\frac{1}{2}$ around vertices of $T$. In particular they are disjoint. The case when $x$ is an internal point of an edge is considered similarly. Therefore the action is free.

What is the quotient of $T$ with respect to the action of $F(g, h)$? The quotient is, by definition, the set of orbits. Now, any point $x \in T$ has a representative inside $T_1$ and, furthermore, the internal points of $T_1$ never lie in the same orbit (why?). The outer vertices of $T_1$ do lie in the same orbit and, therefore, $T/F(g, h)$ is just the quotient of $T_1$ by the equivalence relation identifying the outer edges of $T_1$. The resulting space is clearly homeomorphic to $S^1 \vee S^1$. □

There is a rich family of coverings over the space $S^1 \vee S^1$. We will describe some of them. Consider the space $X$ obtained by attaching circles to integer points of the real line $\mathbb{R}$. Formally, $X$ is the union of $\mathbb{R}$ and an infinite number of $S^1$’s modulo the equivalence relation identifying the point $n \in \mathbb{R}$ with the basepoint of the $n$th copy of $S^1$. Consider the covering $p : X \to S^1 \vee S^1$ which maps every copy of $S^1$ in $X$ onto the first wedge summand of $S^1 \vee S^1$ and every interval $[n, n+1] \in X$ onto the second wedge summand of $X$. Then, clearly, $\pi$ is indeed a covering with infinitely many sheets. Moreover, it is easy to see that $X$ is homotopy equivalent to the wedge of countably many copies of $S^1$ (why?). Modifying suitably the arguments of Proposition 5.35 we deduce that $\pi_1(X) = F(\infty)$, the free group on countably many generators. Since $p_* : \pi_1(X) \to \pi_1(S^1 \vee S^1)$ is an injective homomorphism we see that $F(\infty)$ can be embedded as a subgroup in $F(2)$, the free group on two generators (recall that $\pi_1(S^1 \vee S^1) = F(2)$).

Another example: consider the unit circle $S^1$ with the basepoint of the $x$-axis and an infinite number of circles attached to integer points of the real line $\mathbb{R}$. We will describe some of them. Consider the space $S^1 \vee S^1$ and the quotient space $S^1 \vee S^1 / G$ where $G$ is the group of rotations by $2\pi/3$ or $4\pi/3$. The resulting space (denote it by $Y$) has homotopy type of $S^1 \vee S^1$ (why?). Modifying suitably the arguments of Proposition 5.35 we deduce that $\pi_1(Y) = F(3)$, the free group on three generators.

Exercise 5.36. Show that $\pi_1(X) = F(3)$, the free group on three generators.

The group $\mathbb{Z}/3\mathbb{Z}$ acts on $X$ by rotations by $2\pi/3$ and the quotient space is clearly homotopy equivalent to $S^1 \vee S^1$. On the level of fundamental groups this gives a monomorphism of $F(3)$ into $F(2)$.

To end our discussion of covering spaces note that all of the coverings considered so far were regular. These are the most important ones and also easiest to construct. There exist, however, coverings which are not regular.

Exercise 5.37. Construct an example of a nonregular covering. Hint: take $S^1 \vee S^1$ for a base of the covering and use make of Proposition 5.11.

Remark 5.38. Note that if $p : \tilde{X} \to X$ is a two-sheeted covering then the subgroup $p_*\pi_1(\tilde{X})$ inside $\pi_1X$ has index two and, therefore, is normal. That means that a nonregular covering has to be at least three-sheeted.

5.5. Classification of coverings. Let us consider the question of classifying coverings over a given space $X$ which we will, as usual, consider to be path-connected. Of course, any meaningful classification problem assumes an appropriate notion of isomorphism between structures classified. It turns out there are two reasonable definitions of isomorphic coverings.

Definition 5.39. Let $p_1(\tilde{X}, \tilde{x}_0) \to (X, x_0)$ and $p_2(\overline{X}, \overline{x}_0) \to (X, x_0)$ be two coverings of $(X, x_0)$. A basepoint preserving map between these two coverings is a (based) map $f : (\tilde{X}, \tilde{x}_0) \to (\overline{X}, \overline{x}_0)$ such that the following diagram is commutative:

$$
\begin{array}{ccc}
\tilde{X} & \xrightarrow{f} & \overline{X} \\
\downarrow{p_1} & & \downarrow{p_2} \\
X & & X
\end{array}
$$

If the map $f$ is not required to be based then we simply have a map between two coverings. Finally, if $f$ is a homeomorphism (basepointed or not depending on the basepointedness of $f$) the two covering are said to be isomorphic.
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Remark 5.40. We see that there are two categories associated with a spaces $X$; the objects in both categories are coverings over $X$ and objects are maps of coverings, based or not. We will mostly concentrate on the category of based covering maps from now on; it will be denoted by $\text{Cov}(X)$.

**Definition 5.41.** Let $G$ be a group and let $\mathcal{C}(G)$ be the category whose objects are subgroups of $G$ and morphisms are inclusions of one subgroup into another. It is clear how to compose morphisms and that we indeed obtain a category.

Now we construct a functor $F : \text{Cov}(X) \to \mathcal{C}(\pi_1(X,x_0))$ where $X$ is a path-connected space; it is clear that for different choices of the basepoint $x_0$ the categories $\mathcal{C}(\pi_1(X,x_0))$ are equivalent (even isomorphic) and we will leave as an exercise the analysis of the dependence of $F$ on $x_0$.

Namely, $F$ sends a covering $p : (\tilde{X}, \tilde{x}_0)$ to the subgroup $p_*(\pi_1(\tilde{X}, \tilde{x}_0)) \subset \pi_1(X,x_0)$. It is immediate to define $F$ on morphisms and check that $F$ is indeed a functor.

**Theorem 5.42.** The functor $F$ is an equivalence of categories.

The proof will occupy the rest of this subsection.

**Proposition 5.43.** The functor $F$ is fully faithful.

**Proof.** Let $p_1 : (\tilde{X}, \tilde{x}_0) \to (X,x_0)$ and $p_2 : (\tilde{X}, \tilde{x}_0) \to (X,x_0)$ be two coverings of $(X,x_0)$ and $f : p_1(\pi_1(\tilde{X}, \tilde{x}_0)) \to p_2(\pi_1(\tilde{X}, \tilde{x}_0))$ be the corresponding inclusion. Then by the lifting criterion (Proposition 5.8) there exists a map of coverings $\tilde{f} : (\tilde{X}, \tilde{x}_0) \to (\tilde{X}, \tilde{x}_0)$ which induces $f$. Such a map is unique which shows that $F$ induces an 1-1 map on the set of morphisms of the corresponding category as required.

In order to show that $F$ is surjective on morphisms we have to build, for and subgroup of $\pi_1(X,x_0)$ a corresponding covering. Let us start with the trivial subgroup. Recall that in that case the corresponding covering is called universal, cf. Definition 5.22.

**Proposition 5.44.** For any (path-connected, locally simply connected) space $(X,x_0)$ a universal covering $\tilde{X}$ exists.

**Proof.** Let $\tilde{X}$ be defined as the set of homotopy classes of paths $\gamma$ in $X$ starting at $x_0$. As usual, we consider homotopies fixing the endpoint $\gamma(0)$ and $\gamma(1)$. The map $p : \tilde{X} \to X$ associates to a path $\gamma$ the point $\gamma(1)$. It is clear that $p$ is surjective.

To define a topology on $\tilde{X}$ consider the collection of open sets $U \subset X$ such that $U$ is simply-connected. (Clearly such collection forms a base for the topology in $X$). Now let

$$U_\gamma := \{ [\gamma \eta] | \eta \text{is a path in } U \text{ with } \eta(0) = \gamma(1) \}$$

As the notation indicates, $U_\gamma$ only depends on $[\gamma]$. Note also that $p : U_\gamma \to U$ is surjective since $U$ is path-connected and injective since different choices of $\eta$ joining $\gamma(1)$ to a fixed $x \in U$ are all homotopic, the set $U$ being simply-connected.

Next, it is possible to show that the collection $U_\gamma$ forms a base of a topology in $\tilde{X}$ (we skip this verification) and that a map $p$ is a local homeomorphism (this is more or less clear). Thus, $p$ is a covering.

It remains to show that $\tilde{X}$ is simply-connected. For a point $[\gamma] \in \tilde{X}$ let $y_t$ be the path in $X$ that equals $\gamma$ on $[0,t]$ and is constant on $[t,1]$. Then the function $t \mapsto [\gamma_t]$ is a path in $\tilde{X}$ lifting $\gamma$ that start at $[x_0]$, the homotopy class of a constant path at $x_0$, and ends at $\gamma$. Since $[\gamma]$ was arbitrary, this shows that $\tilde{X}$ is path-connected. To show that it is simply-connected it suffices to show that $p_*(\pi_1(\tilde{X}, [x_0]))$ is trivial inside $\pi_1(X,x_0)$. Elements in the image of $p_*$ are represented by loops $\gamma$ at $x_0$ that lift to loops in $\tilde{X}$ starting at $[x_0]$. We saw that the path $t \mapsto [\gamma_t]$ lefts $\gamma$ starting at $[x_0]$ and for this lifted path to be a loop means that $[\gamma_t] = [x_0]$. Since $\gamma_1 = \gamma$ this means that $[\gamma] = [x_0]$ so $\gamma$ is nullhomotopic as required.

Finally, the general case (from which the surjectivity of $F$ on isomorphism classes of objects follows).
Proposition 5.45. Let $X$ be a path-connected and locally simply-connected space. Then for every subgroup $h \in \pi_1(X, x_0)$ there is a covering $p : X_H \to X$ such that $p_*(\pi_1(X_H, x)) = H$ for a suitably chosen basepoint $x \in X_H$.

Proof. For points $[\gamma], [\delta]$ in the universal covering $\tilde{X}$ constructed above, set $[\gamma] \sim [\delta]$ if $\gamma(1) = \delta(1)$ and $[\gamma \delta^{-1}] \in H$. It is easy to see that this is an equivalence relation: it is reflexive since $H$ contains the identity element, symmetric since $H$ is closed under inverses and transitive since $H$ is closed under multiplication.

Now let $X_H := \tilde{X} / \sim$. Note that if $\gamma(1) = \delta(1)$ then $[\gamma] \sim [\delta]$ if and only if $[\gamma \eta] \sim [\delta \eta]$. That means that if any two points in basic neighborhoods $U_{[\gamma]}$ and $U_{[\delta]}$ are identified then their whole neighborhoods are identified. It follows that the natural projection $X_H \to X$ is a covering.

If we choose for the basepoint $x$ in $X_H$ the equivalence class of the constant path at $x_0$ then the image of $p_* : \pi_1(X_H, x) \to \pi_1(X, x_0)$ is exactly $H$. This is because for a loop $\gamma$ in $X$ based at $x_0$ its lift in $\tilde{X}$ starting at $x$ ends at $[\gamma]$, so the image of this lifted path in $X_H$ is a loop if and only if $[\gamma] \in H$. 

We finish our study of covering spaces by briefly discussing the analogue of Theorem 5.42 for the category whose objects are covering spaces of a given space $X$ (path-connected and locally simply-connected) but morphisms are maps of covering spaces which are not-necessarily base-preserving. To formulate the analogous result let us introduce for any group $G$ the category $\mathcal{D}(G)$ whose objects are subgroups and morphisms are inclusions of subgroups and certain other maps (isomorphisms). Namely, if $H_1$ and $H_2$ are subgroups of $G$ such that there exists $g \in G$ for which $gH_1g^{-1} = H_2$ then we put an arrow $H_1 \to H_2$ with the inverse given by the element $g^{-1}$. We leave as an exercise to complete the definition of composition of such morphisms. It turns out (prove this as an exercise as well) that the category $\mathcal{D}(G)$ is equivalent to the category of transitive $G$-sets, i.e. sets with a transitive action of $G$. Namely, the $G$-set corresponding to subgroup $H$ of $G$ is $G/H$ with the left action of $G$.

Then, it is not hard to prove, following the proof of Theorem 5.42, taking into account Proposition 5.5 that the category of covering over $X$ and all maps of coverings is equivalent to $\mathcal{D}(\pi_1(X, x_0))$. This equivalence will, of course, depend on the choice of the basepoint $x_0$ in $X$.

6. The Van Kampen theorem

There are essentially two regular methods of computing the fundamental space: the method of covering spaces (discussed in detail in the previous section) and via decomposing a space into unions of simpler subspaces for which the fundamental groups are known. This powerful method goes by the name Van Kampen theorem. It uses the notion of an amalgamated product of groups.

Definition 6.1. (1) Let $G$ and $H$ be groups; then their free product is the group $G * H$ whose elements are words $g_1 h_1 g_2 h_2 \ldots$ (or $h_1 g_1 g_2 \ldots$) or arbitrary finite length modulo the relation already present in $G$ and $H$. The group operation is concatenation of words and the empty word is the identity for the group operation.

(2) More generally, let $K$ be a third group together with homomorphisms $i_K : K \to G$ and $j : K \to H$. Then free product of $G$ and $H$ over $K$ (or their amalgamated product over $K$) is the quotient of $G * H$ by the following relation: for any two words $A$ and $B$ in $G * H$ and $k \in K$ we have

$$Ai(k)B = Aj(k)B.$$ 

We will denote this group by $G *_K H$.

Remark 6.2. It is clear that the notion of amalgamated product of groups could be defined for a collection of groups. We will skip the verification of well-definedness of this notion (which is not difficult but does not logically belong to this course).

Now suppose that a space $X$ is the union of path-connected open sets $A_\alpha$ containing the basepoint $x_0 \in X$. We denote by $i_{\alpha \beta}$ the homomorphism $\pi_1(A_\alpha \cap A_\beta) \to \pi_1(A_\alpha)$ induced by the inclusion $A_\alpha \cap A_\beta \to A_\alpha$. Then we can formulate the main result of this section.
Theorem 6.3. Adopting the above notation suppose that each intersection $A_α \cap A_β$ is path-connected. Then the natural homomorphism homomorphism $Φ : *_α π_1(A_α) → π_1(X)$ is surjective. If, further, every triple intersection $A_α \cap A_β \cap A_γ$ is also path-connected then, the kernel of $Φ$ is the normal subgroup $N$ generated by all elements of the form $i_α β(ω) i_β α(ω)^{-1}$ for $ω ∈ π_1(A_α \cap A_β)$. and so $Φ$ induces an isomorphism $π_1(X) ≅ *_α π_1(A_α)/N$.

In particular, if $X$ is a union of only two such sets $A$ and $B$ as above with $C := A \cap B$ then $π_1(X) ≅ π_1(A) * π_1(C) π_1(B)$. This is the most useful special case of the van Kampen theorem.

Proof. We first prove the surjectivity statement. Given a loop $f : I → X$ at $x_0 ∈ X$ we choose a path $0 = s_0 < s_1 < \ldots, s_m = 1$ of $I$ such that every subinterval $s_i, s_{i+1}$ is mapped to a single $A_α$ by $f$.

Denote the $A_α$ containing $f[s_i, s_{i+1}]$ by $A_i$ and let $f_i$ be the corresponding restriction of the path $f$. It follows that $f$ is the composition $f_1 \ldots f_m$. Since $A_i \cap A_{i+1}$ is path-connected we can choose a path $g_i$ from $x_0$ to $f(s_i)$ lying in $A_i \cap A_{i+1}$. Consider the loop

$$(f_1 g_1^{-1}) (g_1 f_2 g_2^{-1}) \ldots (g_{m-1} f_m).$$

It is clear that this loop is homotopic to $f$ and is a composition of loops lying in separate $A_i$. Hence $[f]$ is in the image of $Φ$ as required.

Now the harder part – the identification of the kernel. For an element $[f] ∈ π_1(X)$ consider its representation as a product of loops $[f_1] \ldots [f_k]$ such that every loop $f_i$ is a loop in some $A_α$. We will call this a factorization of $f$. It is, thus, a word in the free product of $π_1(A_α)$s that is mapped to $[f]$ via $Φ$. We showed above that each homotopy class of loop in $X$ has a factorization. To describe the kernel of $Φ$ is tantamount to describing possible factorizations of a given loop of $X$. We will call two factorizations equivalent if they are related by two sorts of moves or their inverses:

- Combine adjacent terms $[f_i][f_{i+1}]$ into a single term $[f_i f_{i+1}]$ if $f_i$ and $f_{i+1}$ lie in the same space $A_α$.
- regard the term $[f_i] ∈ π_1(A_α)$ as lying in $π_1(A_β)$ if $f_i$ is a loop in $A_α \cap A_β$.

It is clear that two factorizations are equivalent if and only if they determine the same element in $*_α π_1(A_α)/N$. Therefore, we are reduced to showing that any two factorizations of a loop $f$ in $X$ are equivalent.

So let $[f_1] \ldots [f_k]$ and $[f'_1] \ldots [f'_k]$ be two factorizations of $f$. The the corresponding compositions of paths are homotopic via some homotopy $F : I × I → X$.

Consider partitions $0 = s_0, s_1 < \ldots < s_m = 1$ and $0 < t_0 < \ldots < t_n = 1$ such that each rectangle $R_{ij} = [s_{i-1}, s_i] × [t_{j-1}, t_j]$ is mapped by $F$ to a single $A_α$ which we relabel $A_{ij}$. We may also assume that the $s$-partitions subdivide the partitions giving by products $f_1 \ldots f_k$ and $f'_1 \ldots f'_k$. Since the sets $A_α$ are open, we can perturb the vertical sides of the rectangles $R_{ij}$ so that each point in $I × I$ lies in at most three rectangles $R_{ij}$. We may also assume there are at least three rows of rectangles so we can do this perturbation just on the rectangles in the intermediate rows, not on the top and bottom ones. We further relabel the small rectangles as $R_1, \ldots, R_{mn}$ as on the following picture.
We will represent loops in $X$ as paths in $I \times I$ running from left to right edges. Let $\gamma_r$ be the path separating the first $r$ rectangles from the remaining rectangles. Thus, $\gamma_0$ is the bottom edge of $I \times I$ while $\gamma_{nn}$ is its top edge.

The idea is that as we push from $\gamma_r$ to $\gamma_{r+1}$ we obtain equivalent factorizations. This idea needs to be massaged, however, since each $\gamma_r$ does not quite determine a factorization; it needs to be further refined.

We will call the corners of $R_{ij}$ vertices. For each vertex $v$ with $F(v) \neq x_0$ let $g_v$ be the path from $x_o$ to $F(v)$. We can choose $g_v$ to lie in the intersection of the two or three $A_{ij}$'s corresponding to the $R_{ij}$ containing $v$ since we assumed that the the intersections of any two or three of our open sets in the cover are path-connected. Let us insert the paths $g_v^{-1}g_v$ into $F|_{\gamma_r}$ at appropriate vertices as in the proof of surjectivity of $\Phi$. This will give a factorization of $F|_{\gamma_r}$.

The factorizations associated to successive paths $\gamma_r$ and $\gamma_{r+1}$ are equivalent since pushing $\gamma_r$ across $R_{r+1}$ tp $\gamma_{r+1}$ changes the path $F|_{\gamma_r}$ to $F|_{\gamma_{r+1}}$ by a homotopy within $A_{ij}$ corresponding to $R_{r+1}$ and we can choose this $A_{ij}$ for all the segments of $\gamma_{r+1}$ in $R_{r+1}$.

We can arrange that the factorization associated to $\gamma_0$ is equivalent to $[f_1]\ldots[f_k]$ by by choosing the path $g_v$ for each vertex $v$ in the lower edge of $I \times I$ to lie not only in the two $A_{ij}$s corresponding to the two adjacent small rectangles containing $v$, but also in the open set $A_v$ for the map $f_i$ containing $v$ in its domain. In the case $v$ is the common endpoints of two such domains we have $F(v) = x_0$ and there is no need to insert $g_v$. In a similar fashion we show that the factorization associated with the restriction of $F$ onto the upper edge of $I \times I$ is equivalent to that the factorization associated to $\gamma_0$ is equivalent to $[f'_1]\ldots[f'_l]$. This concludes the proof of the second part of the van Kampen theorem.

Example 6.4.  

- It follows immediately from van Kampen theorem that $\pi_1(X \sqcup Y) = \pi_1(X)^* \pi_1(Y)$ for any two pointed spaces $X$ and $Y$: in particular we recover the result that the fundamental group of the wedge of two circles is the free group on two generators.

- Let $X$ be the oriented surface of genus $g$ which is homeomorphic to a sphere with $g$ handles. Recall that $X$ is obtained from $4g$-gon by identifying pairs of edges according to the following picture. Choose the basepoint to be one of the vertices (nothing depends on the choice of the basepoint, of course).

Let us cut a disc $D$ in the center of the $4g$-gon. The resulting surface with boundary will be homotopy equivalent to the wedge of $2g$ spheres. The required homotopy is obtained by flowing the boundary of the disc by the radial rays onto the boundary of the $4g$-gon. It follows that $\pi_1(X \setminus D) \cong \langle a_1, b_1, \ldots, a_g, b_g \rangle$, the free group on the boundary loops $a_1, b_1, \ldots, a_g, b_g$. It is, furthermore, clear, that the boundary of $D$ viewed as a loop in $X \setminus D$ is homotopic to $a_1b_1a_1^{-1}b_1^{-1}\ldots a_gb_ga_g^{-1}b_g^{-1}$. (Strictly speaking, this loop is not based at the boundary of
the 4g-gon but it is clear that it does not matter – we could have started with D touching
the boundary of the 4g-gon).

We are now in a position to apply the van Kampen theorem: one open set is \( X \setminus D \), the other
is a slight thickening of \( D \), their intersection is an annulus (having the same fundamental
group as \( S^1 \), i.e. \( \mathbb{Z} \)). It follows that \( \pi_1(X) \cong \langle a_1, b_1, \ldots, a_g, b_g \rangle/a_1b_1a_1^{-1}b_1^{-1} \ldots a_gb_ga_g^{-1}b_g^{-1} \);
i.e. the free group on 2g generators subject to one relation \( a_1b_1a_1^{-1}b_1^{-1} \ldots a_gb_ga_g^{-1}b_g^{-1} = 1 \).

**Exercise 6.5.** use the van Kampen theorem to compute the fundamental group of a unorientable
surface obtained by cutting a small disc in an oriented surface of genus \( g \) and glueing back in
the Möbius strip (whose boundary is a circle \( S^1 \)).

7. Singular homology of topological spaces

We will now introduce and study another extremely important homotopy invariant of topological spaces: its singular homology. By contrast with homotopy groups which are relatively easy to define yet hard to compute the homology groups are eminently computable. However
their definition and proof of their main properties involve a substantial amount of work. We
start by discussing

7.1. Simplices.

**Definition 7.1.** A subset \( A \) of the space \( \mathbb{R}^n \) is called affine if, for any pair of distinct points
\( x, x' \in A \) the line passing through \( x, x' \) is contained in \( A \).

**Remark 7.2.** Recall that \( A \subset \mathbb{R}^n \) is convex if together with any pair \( x, x' \in A \) the straight
segment connecting \( x \) and \( x' \) lies in \( A \). Clearly affine sets in \( \mathbb{R}^n \) are convex. Also note that the
intersection of any number of affine (convex) sets is affine (convex).

Thus, it makes sense to speak about the affine (convex) set in \( \mathbb{R}^n \) spanned by a subset \( X \subset \mathbb{R}^n \),
namely, the intersection of all affine (convex) sets in \( \mathbb{R}^n \) containing \( X \). We will denote by \([X]\)
the convex set spanned by \( X \) and by \([X]_a \) the affine set spanned by \( X \).

**Definition 7.3.** An affine combination of points \( p_0, \ldots, p_m \in \mathbb{R}^n \) is a point \( x := t_0p_0 + \ldots + t_mp_m \),
where \( \sum_{i=0}^m t_i = 1 \). A convex combination is an affine combination for which \( t_i \geq 0 \) for all \( i \).

For example a convex combination of \( x, x' \) has the form \( tx + (1-t)x' \) for \( 0 \leq t \leq 1 \).

**Proposition 7.4.** If \( p_0, \ldots, p_m \in \mathbb{R}^n \) then \([p_0, \ldots, p_m]\) is the set of all convex combinations of
\( p_0, \ldots, p_m \).

**Proof.** Let \( S \) denote the set of all convex combinations of \( p_0, \ldots, p_m \). To show that \([p_0, \ldots, p_m]\) \subset
\( S \) we need to check that \( S \) is a convex set containing each point \( p_i, i = 0, \ldots, m \). If we set \( t_i = 1 \)
and the other \( t_j = 0 \) then we see that \( p_i \in S \) for all \( i \). Take \( \alpha = \sum a_ip_i \) and \( \beta = \sum b_ip_i \) be
convex combinations. Then

\[
t_\alpha + (1-t)\beta = \sum (ta_i + (1-t)b_i)p_i
\]
is also a convex combination (check this!) and hence lies on \( S \).

Next we have to show that \( S \subset [p_0, \ldots, p_m] \). Let \( X \) be any convex set containing \( p_0, \ldots, p_m \);
we will show that \( S \subset X \) by induction on \( m \geq 0 \). The case \( m = 0 \) is obvious, so take \( m > 0 \)
and consider \( p = \sum_{i=0}^m t_ip_i \) with \( t_i \geq 0 \) and \( \sum_{i=0}^m t_i = 1 \). We may assume that \( t_0 \neq 1 \) (otherwise
\( p = p_0 \in X \)). Let

\[
q := \left( \frac{t_1}{1-t_0} \right) p_1 + \ldots + \left( \frac{t_m}{1-t_0} \right) p_m.
\]

Then \( q \in X \) by the inductive assumption and so

\[
p = t_0p_0 + (1-t_0)q \in X,
\]
because \( X \) is convex. \( \square \)
Exercise 7.5. Show that the affine set spanned by \( p_0, \ldots, p_m \in \mathbb{R}^n \) consists of all affine combinations of these points. Hint: modify appropriately the proof of Proposition 7.4.

Definition 7.6. An ordered set of points \( p_0, \ldots, p_m \in \mathbb{R}^n \) is affine independent if the vectors \( p_1 - p_0, \ldots, p_m - p_0 \) are linearly independent in the vector space \( \mathbb{R}^n \).

Remark 7.7. (1) Any one-point set \( \{p_0\} \) is affine independent;
(2) a set \( \{p_0, p_1\} \) is affine independent if \( p_0 \neq p_1 \);
(3) a set \( \{p_0, p_1, p_2\} \) is affine independent if it is not collinear;
(4) a set \( \{p_0, p_1, p_2\} \) is affine independent if it is not coplanar.

Proposition 7.8. The following conditions on an ordered set of points \( p_0, \ldots, p_m \in \mathbb{R}^n \) are equivalent:
(1) \( \{p_0, \ldots, p_m\} \) is affine independent;
(2) if \( \{s_0, \ldots, s_m\} \subset \mathbb{R}^n \) satisfies \( \sum_{i=0}^m s_i p_i = 0 \) and \( \sum_{i=0}^m s_i = 0 \) then \( s_0 = s_1 = \ldots = s_m = 0 \);
(3) each \( x \in [p_0, \ldots, p_m]_a \) has a unique expression as an affine combination:
\[
x = \sum_{i=0}^m t_i p_i \quad \text{with} \quad \sum_{i=0}^m t_i = 1.
\]

Proof. (1) \( \Rightarrow \) (2). Assume that \( \sum s_i = 0 \) and \( \sum s_i p_i = 0 \). Then
\[
\sum_{i=0}^m s_i p_i = \sum_{i=0}^m s_i (p_i - p_0) = \sum_{i=0}^m s_i (p_i - p_0) - \sum_{i=0}^m s_i p_0 = \sum_{i=0}^m s_i (p_i - p_0) - 0 = \sum_{i=0}^m s_i (p_i - p_0).
\]
Affine independence of \( p_0, \ldots, p_m \) gives linear independence of \( p_1 - p_0, \ldots, p_m - p_0 \) hence \( s_i = 0 \) for \( i = 1, 2, \ldots, m \). Finally \( \sum s_i = 0 \) implies \( s_0 = 0 \) as well.

(2) \( \Rightarrow \) (3). Let \( x \in [p_0, \ldots, p_m]_a \). Then by Exercise 7.5 \( x = \sum_{i=0}^m t_i p_i \) with \( \sum_{i=0}^m t_i = 1 \). If there is another representation of \( x \) as an affine combination of \( p_i \)'s: \( x = \sum_{i=0}^m t'_i p_i \) then
\[
\sum_{i=0}^m (t_i - t'_i) p_i = 0.
\]
Since \( \sum (t_i - t'_i) = \sum t_i - \sum t'_i = 1 - 1 = 0 \) it follows that \( t_i = t'_i \) as desired.

(3) \( \Rightarrow \) (1). Assume that each \( x \in [p_0, \ldots, p_m]_a \) has a unique expression as an affine combination of \( p_0, \ldots, p_m \). If the vectors \( p_1 - p_0, \ldots, p_m - p_0 \) were linearly dependent then there would be real numbers \( r_i \), not all equal to zero such that
\[
\sum_{i=1}^m r_i (p_i - p_0) = 0.
\]
Let \( r_j \neq 0 \). Multiplying the last equation by \( r_j^{-1} \) we may assume that in fact \( r_j = 1 \). Now \( p_j \) has two different expressions as an affine combination of \( p_0, \ldots, p_m \):
\[
p_j = 1 p_j;
\]
\[
p_j = -\sum_{i \neq j} r_i p_i + (1 + \sum_{i \neq j} r_i) p_0,
\]
a contradiction. \( \square \)

Corollary 7.9. Affine independence of the set \( p_0, \ldots, p_m \) is a property independent of the given ordering.

Definition 7.10. Let \( p_0, \ldots, p_m \) be an affine independent subset of \( \mathbb{R}^n \). If \( x \in [p_0, \ldots, p_m]_a \) then Proposition 7.8 gives a unique \((m+1)\)-tuple \( (t_0, \ldots, t_m) \) such that \( \sum t_i = 1 \) and \( x = \sum t_i p_i \). The numbers \( t_0, \ldots, t_m \) are called the barycentric coordinates of \( x \) (relative to the ordered set \( p_0, \ldots, p_m \)).

Definition 7.11. Let \( p_0, \ldots, p_m \) be an affine independent subset of \( \mathbb{R}^n \). The convex set \( [p_0, \ldots, p_m] \) is called the \( m \)-simplex with vertices \( p_0, \ldots, p_m \).
Proposition 7.21. For all $x \in [p_0, \ldots, p_m]$ is such a convex combination. If this expression had not been unique the barycentric coordinates would also have not been unique.

Example. For $i = 0, 2, \ldots, n$ let $\epsilon_i$ denote the point in $\mathbb{R}^{n+1}$ whose coordinates are all zeros except for 1 in the $(i+1)$st place. Clearly $\{\epsilon_0, \ldots, \epsilon_n\}$ is affine independent. The set $\{\epsilon_0, \ldots, \epsilon_n\}$ is called the standard $n$-simplex in $\mathbb{R}^{n+1}$ and denoted by $\Delta_n$. Thus, $\Delta_n$ consists of all convex combinations $x = \sum t_i \epsilon_i$.

Remark 7.20. Let $\sigma : [0, 1] \to \Delta_n$ be a singular $n$-simplex. Its $i$th face map $\epsilon_i = \epsilon_i^n : \Delta^{n-1} \to \Delta^n$ is the affine map from the standard $n-1$-simplex $\Delta^{n-1}$ to $\Delta^n$ given in the barycentric coordinates by the formula

$$
\epsilon_i^n(t_0, \ldots, t_{n-1}) = (t_0, \ldots, t_{i-1}, 0, t_i, \ldots, t_{n-1}).
$$

Lemma 7.16. If $k < j$ the face maps satisfy

$$
\epsilon_j^{n+1} \epsilon_k = \epsilon_k^{n+1} \epsilon_j^{n-1} : \Delta^{n-1} \to \Delta^{n+1}.
$$

Proof. Just evaluate these affine maps on every vertex $\epsilon_i$ for $0 \leq i \leq n - 1$.

7.2. Singular complex.

Definition 7.13. Let $\{p_0, \ldots, p_n\} \subset \mathbb{R}^n$ be affine independent. Then an affine map $f : [p_0, \ldots, p_n] \to \mathbb{R}^k$ is a function satisfying

$$
f(\sum t_i p_i) = \sum t_i f(p_i)
$$

whenever $\sum t_i = 1$. The restriction of $f$ to $[p_0, \ldots, p_m]$ is also called an affine map.

Proposition 7.14. If $[p_0, \ldots, p_m]$ is an $m$-simplex, $[q_0, \ldots, q_n]$ is an $n$-simplex and $f : \{p_0, \ldots, p_m\} \to [q_0, \ldots, q_n]$ is any function then there exists a unique affine map $\tilde{f} : [p_0, \ldots, p_m] \to [q_0, \ldots, q_n]$ such that $f(p_i) = \tilde{f}(p_i)$ for $i = 0, 1, \ldots, m$.

Proof. For a convex combination $\sum t_i p_i$ define $\tilde{f}(\sum t_i p_i) = \sum t_i f(p_i)$. Uniqueness is obvious.

Definition 7.15. Let $\Delta_n$ be the standard $n$-simplex. Its $i$th face map $\epsilon_i = \epsilon_i^n : \Delta^{n-1} \to \Delta^n$ is the affine map from the standard $n-1$-simplex $\Delta^{n-1}$ to $\Delta^n$ given in the barycentric coordinates by the formula

$$
\epsilon_i^n(t_0, \ldots, t_{n-1}) = (t_0, \ldots, t_{i-1}, 0, t_i, \ldots, t_{n-1}).
$$

Remark 7.18. A singular 0-simplex in $X$ is just a point $x \in X$. A singular 1-simplex is a path $I = [0, 1] \to X$.

Definition 7.19. For a topological space $X$ and an integer $n \geq 0$ we define the group $C_n(X)$ of singular $n$-chains in $X$ as the free abelian group generated by all singular $n$-simplices in $X$. Thus, the elements of $C_n(X)$ are linear combinations of the form $a_1 \sigma_1 + \ldots + a_k \sigma_k$ (the integer $k$ is not fixed) where $\sigma_i$ are singular simplices of $X$. Furthermore we define the boundary map $d_n : C_n(X) \to C_{n-1}(X)$ for $n > 0$ by setting

$$
d_n(\sigma) := \sum_{i=0}^{n} (-1)^i \sigma \epsilon_i^n \in C_{n-1}(X)
$$

where $\sigma : \Delta^n \to X$ is a singular $n$-simplex of $X$.

Remark 7.20. Strictly speaking we have to write $d_n^X$ instead of $d_n$ since these homomorphisms depend on $X$; this is never done, however. Furthermore we will frequently omit even the subscript $n$ thinking of $d$ as a collection of all $d_n$’s.

Proposition 7.21. For all $n \geq 0$ we have $d_n d_{n+1} = 0$. 
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Proof. We need to prove that \(d\) applied twice is zero; applying it to an arbitrary singular \(n\)-simplex \(\sigma\) in \(X\) we have:

\[
\sum (\bar{\sigma}^n_{\sigma}) = d \sum (\pm 1)^j \epsilon_j \epsilon_j^1
\]

\[
= \sum_{j, k} (-1)^{j+k} \epsilon_j \epsilon_k
\]

\[
= \sum_{j \leq k} (-1)^{j+k} \epsilon_j \epsilon_k + \sum_{j > k} (-1)^{j+k} \epsilon_j \epsilon_k
\]

\[
= \sum_{j \leq k} (-1)^{j+k} \epsilon_j \epsilon_k + \sum_{j > k} (-1)^{j+k} \epsilon_j \epsilon_{j-1}, \text{by Lemma 7.16}
\]

In the second sum, change variables: set \(p = k\) and \(q = j - 1\); it is now \(\sum_{p \leq q} (-1)^{p+q} \epsilon_p \epsilon_q\).

Each term \(\epsilon_j \epsilon_k\) occurs once in the first sum and once (with the opposite sign) in the second sum. Therefore terms cancel in pairs and \(\sum \sigma = 0\). \(\Box\)

We see, therefore, that the sequence of abelian groups and homomorphisms

\[
0 \longrightarrow C_0(X) \xrightarrow{d_1} C_1(X) \xrightarrow{d_2} \cdots \xrightarrow{d_{n-1}} C_{n-1}(X) \xrightarrow{d_n} C_n(X) \xrightarrow{d_{n+1}} \cdots
\]

is a complex called the singular complex of \(X\). It is denoted by \(C_\ast(X)\) and its homology - by \(H_\ast(X)\).

At this point we need to discuss in more detail the abstract notion of a chain complex.

7.3. Complexes of abelian groups.

Definition 7.22. Let \(C_\ast\) and \(D_\ast\) be chain complexes:

\[
C_\ast = \{C_0 \xrightarrow{d_1} C_1 \xrightarrow{d_2} \cdots \xrightarrow{d_n} C_{n-1} \xrightarrow{d_n} C_n \}
\]

\[
B_\ast = \{B_0 \xrightarrow{d_1} B_1 \xrightarrow{d_2} \cdots \xrightarrow{d_n} B_{n-1} \xrightarrow{d_n} B_n \}
\]

(Recall that there exists more general complexes, infinite in both directions but for our purposes it suffices consider only those without negative components.)

Then a chain map \(f_\ast = \{f_n\} : C_\ast \rightarrow B_\ast\) is a sequence of homomorphisms of abelian groups \(f_n : C_n \rightarrow B_n\) such that all squares in the diagram below are commutative:

\[
\begin{array}{cccccccc}
C_0 & \xrightarrow{d_1} & C_1 & \xrightarrow{d_2} & \cdots & \xrightarrow{d_n} & C_{n-1} & \xrightarrow{d_n} & C_n \\
\downarrow{f_0} & & \downarrow{f_1} & & & & \downarrow{f_n} & & \downarrow{f_{n+1}} \\
B_0 & \xrightarrow{d_1} & B_1 & \xrightarrow{d_2} & \cdots & \xrightarrow{d_n} & B_{n-1} & \xrightarrow{d_n} & B_n
\end{array}
\]

Now we could form the category \(\text{Comp}\) whose objects are (chain) complexes of abelian groups an morphisms are chain maps between complexes. Note that a chain map \(f_\ast : C_\ast \rightarrow B_\ast\) is an isomorphism if \(f_n : C_n \rightarrow B_n\) are isomorphisms of abelian groups for all \(n\).

This category \(\text{Comp}\) strongly resembles the category of abelian groups in the sense that one has analogues in \(\text{Comp}\) of the familiar notions of subgroup, quotient group, kernel of a homomorphism etc. Here are the relevant definitions

Definition 7.23. A complex \(C_\ast\) is called a subcomplex in \(B_\ast\) if there exists a chain map \(f_\ast : C_\ast \rightarrow B_\ast\) such that \(f_n : C_n \rightarrow B_n\) is a monomorphism for each \(n\). In that case each \(C_n\) could be identified with a subgroup \(f_n(C_n)\) in \(B_n\). Usually we will not distinguish between \(C_n\) and its image in \(B_n\) leaving the embedding \(f_\ast\) understood.

If \(C_\ast\) is a subcomplex of \(B_\ast\) then the quotient complex \(B_\ast/C_\ast\) is the complex

\[
\cdots \longrightarrow B_{n-1}/C_{n-1} \xrightarrow{d_n} B_n/C_n \longrightarrow \cdots
\]
where \( \bar{d}_n : b_n + C_n \mapsto d_n(b_n) + C_{n-1} \).

If \( f_* : C_* \mapsto B_* \) is a chain map then \( \text{Ker} \ f_* \) is the subcomplex of \( C_* \)

\[
\cdots \mapsto \text{Ker} \ f_{n-1} \mapsto \text{Ker} \ f_n \mapsto \cdots
\]

and \( \text{Im} \ f_* \) is the subcomplex of \( B_* \):

\[
\cdots \mapsto \text{Im} \ f_{n-1} \mapsto \text{Im} \ f_n \mapsto \cdots
\]

**Exercise 7.24.** Prove the analogue of the theorem on homomorphisms in the category \( \text{Comp} \): if \( f_* : C_* \mapsto B_* \) is a chain map then there is a chain isomorphism \( C_*/\text{Ker} \ f_* \cong \text{Im} \ f_* \).

Recall that each complex has associated homology groups: \( H_n(C_*) := \text{Ker} \ d_n / \text{Im} \ d_{n+1} \). The subgroup \( \text{Ker} \ d_n \subset C_n \) is called the subgroup of \( n \)-cycles whereas the subgroup \( \text{Im} \ d_{n+1} \subset C_n \) is called the subgroup of \( n \)-boundaries. Thus homology of a complex is the quotient of its cycles modulo the boundaries.

**Exercise 7.25.** Show that any chain map \( C_* \mapsto B_* \) determines in a natural way a collection of homomorphisms \( \{ H_n(C_*) \mapsto H_n(B_*) \} \). Hint: note that under a chain map cycles in \( C_* \) map to cycles in \( B_* \) and boundaries in \( C_* \) map to boundaries in \( B_* \).

**Remark 7.26.** The previous exercise shows that the correspondence \( C_* \mapsto H_n(C_*) \) is a functor \( \text{Comp} \mapsto \text{Ab} \). For a chain map \( f_* : C_* \mapsto B_* \), the induced map on homology is denoted by \( H_n(f) : H_n(C_*) \mapsto H_n(B_*) \). Sometimes we will abuse the notation and denote the induced maps on homology simply by \( f_* \).

Let us now return to our topological setting. Recall that we associated to any topological space \( X \) a chain complex \( C_*(X) \), the singular complex of \( X \). Our next aim is to show that this correspondence is actually a functor \( \text{Top} \mapsto \text{Comp} \). Let \( f : X \mapsto Y \) be a continuous map and \( \sigma : \Delta^n \mapsto X \) be a singular \( n \)-simplex in \( X \). Composing it with \( f \) we obtain a singular simplex \( f \circ \sigma : \Delta^n \mapsto Y \). Extending by linearity gives a homomorphism \( f_n : C_n(X) \mapsto C_n(Y) \). We denote by \( f_* \) the collection \( \{ f_n : C_n(X) \mapsto C_n(Y) \} \).

**Proposition 7.27.** \( f_* \) is a chain map \( C_*(X) \mapsto C_*(Y) \). In other words, the following diagram is commutative for each \( n \):

\[
\begin{array}{ccc}
C_{n-1}(X) & \xrightarrow{d_n} & C_n(X) \\
\downarrow{f_{n-1}} & & \downarrow{f_n} \\
C_{n-1}(Y) & \xrightarrow{d_n} & C_n(Y)
\end{array}
\]

**Proof.** It suffices to evaluate each composite on a generator \( \sigma \) of \( C_*(X) \). We have:

\[
f_n d_n \sigma = f_* \sum (-1)^i \sigma \epsilon_i = \sum (-1)^i f(\sigma \epsilon_i); \\
d_n f_n \sigma = d_n f(\sigma) = \sum (-1)^i (f \sigma) \epsilon_i.
\]

Clearly to the composition of continuous maps \( X \mapsto Y \mapsto Z \) there corresponds the composition of chain maps \( C_*(X) \mapsto C_*(Y) \mapsto C_*(Z) \) and the identity map \( X \mapsto X \) corresponds to the identity chain map \( C_*(X) \mapsto C_*(X) \). That shows that the correspondence \( X \mapsto C_*(X) \) is indeed a functor \( \text{Top} \mapsto \text{Comp} \). In particular we have the following

**Corollary 7.28.** If \( X \) and \( Y \) are homeomorphic then \( H_n(X) \cong H_n(Y) \) for all \( n \geq 0 \).

The computation of singular homology of a topological space is not an easy task in general. However the case of \( H_0 \) is straightforward.

**Proposition 7.29.** For a topological space \( X \) the group \( H_0(X) \) is the free abelian group whose generators are in \( 1-1 \) correspondence with the set of connected components of \( X \).
Proof. Let us consider first the case when \( X \) is connected. The group \( C_0(X) \) is the free abelian group whose generators are the points in \( X \). What is the subgroup of boundaries \( B_0(X) \in C_0(X) \)? Take a 1-simplex \( \sigma : \Delta^1 = I \to X \). This is just a path in \( X \) from \( x_1 = \sigma(0,1) \to x_2 = \sigma(0,1) \) where \( (0,1) \) and \( (1,0) \) are the two faces of \( \Delta^1 = I \), that is its two endpoints written in barycentric coordinates. Note that \( d_1(\sigma) = x_2 - x_1 \) (check this!) This shows that the group \( B_0(X) \) is spanned in \( C_0(X) \) by all differences of the form \( x_2 - x_1 \) whenever \( x_1 \) and \( x_2 \) could be connected by a path. Pick a point \( x \in X \). Since all points in \( X \) can be connected with \( x \) by a path we see that any 0-chain \( x = \sum a_i x_i \) is homologous to \( (i.e. \) determines the same homology class as) \( \sum a_i x \). Further clearly, chains of the form \( ax, a \in \mathbb{Z} \) are pairwise nonhomologous. This show that \( H_0(X) = \mathbb{Z} \) and the generator corresponds to the 0-chain \( x \).

Now suppose that \( X \) is not connected and denote by \( X_\alpha \) its path components. Pick a point \( x_\alpha \in X_\alpha \). Arguing as before we see that any 0-chain in \( X \) is homologous to the unique chain of the form \( \sum a_\alpha x_\alpha \) (where the sum is, of course, finite). Moreover the chain \( \sum a_\alpha x_\alpha \) is homologous to zero iff all \( a_\alpha = 0 \). Therefore \( H_0(X) \) is the free abelian group on the set of generators \( x_\alpha \).

Suppose that \( \{ X_i \} \) is the collection of connected components of a space \( X \). What is the relation between the homology of \( X \) and the homology of \( X_i \)’s? To address this question properly we need to discuss the notion of the \textit{direct sum} of chain complexes. Recall that if \( A, B \) are two abelian groups then their direct sum \( A \bigoplus B \) is the set of pairs \( (a,b), a \in A, b \in B \) with componentwise addition. The direct sum of a finite number of abelian groups is defined similarly. In the case of an infinite collection \( A_1, A_2, \ldots \) of abelian groups we define \( \bigoplus_{i=1}^{\infty} A_i \) to be the set of sequences \( (a_1, a_2, \ldots) \) where only finitely many of \( a_i \)’s are nonzero. These sequences are added componentwise. (Note that if we allowed arbitrary sequences then the resulting object would be much bigger. It is called the \textit{direct product} of the groups \( A_1, A_2, \ldots \). The direct product of finitely many abelian groups coincides with their direct sum.) Similarly one can introduce direct sums of arbitrary (possibly uncountable) collections of abelian groups.

\textbf{Definition 7.30.} Let \( \{ C^i_\ast \} \) be a collection of chain complexes. Their \textit{direct sum} \( \bigoplus_i C^i_\ast \) is the complex

\[
\ldots \xrightarrow{d_{n+1}} \bigoplus_i C^i_0 \xrightarrow{d_n} \bigoplus_i C^i_1 \xrightarrow{d_{n-1}} \ldots
\]

with differentials

\[
d_n(a_1, a_2, \ldots) = (d_n(a_1), d_n(a_2), \ldots).
\]

\textbf{Exercise 7.31.} Show that \( H_n(\bigoplus_i C^i_\ast) \cong \bigoplus H_n(C^i_\ast) \) for all \( n \).

Now let \( \sigma : \Delta^n \to X \) be a singular \( n \)-simplex in \( X \). Since the image of a connected space is a connected simplex in one of the connected components of \( X \). If \( c = a_\alpha \sigma_i \) is a singular \( n \)-chain in \( X \) then grouping together the singular simplices belonging to the same connected component of \( X \) we could rewrite it as

\[
c = \sum a_1^i \sigma_1^i + \sum a_2^i \sigma_2^i + \ldots
\]

where \( c^k := \sum a_k^i \sigma_k^i \) is a singular \( n \)-chain in the \( k \)th connected component of \( X \). Thus we established a correspondence \( c \mapsto (c^1, c^2, \ldots) \). This correspondence is clearly \( 1-1 \) and gives an isomorphism \( C_\ast(X) \to \bigoplus_i C_\ast(X_i) \) where \( X_i \) are connected components of \( X \). (Note: check that the last map is a chain map!) We proved the following

\textbf{Proposition 7.32.} The singular complex of a space \( X \) is chain isomorphic to \( \bigoplus_i C_\ast(X_i) \) where \( \{ X_i \} \) are connected components of \( X \). Therefore \( H_\ast(X) \cong \bigoplus_i H_\ast(X_i) \).

The next result is concerned with singular homology of the one-point space.

\textbf{Proposition 7.33.} If \( X \) is a one-point space then \( H_n(X) = 0 \) for all \( n > 0 \).

\textit{Proof.} For each \( n \geq 0 \) there is only one singular \( n \)-simplex \( \sigma_n : \Delta^n \to X \), namely, the constant map. Therefore \( C_n(X) = \langle \sigma_n \rangle \), the infinite cyclic group generated by \( \sigma_n \). Let us compute the
boundary operators
\[ d_n \sigma_n = \sum_{i=0}^{n} (-1)^i \sigma_n \epsilon_i = \left[ \sum_{i=0}^{n} (-1)^i \right] \sigma_{n-1}, \]
(because \( \sigma_n \epsilon_i \) is an \((n-1)\)-simplex in \(X\) and \(\sigma_{n-1}\) is the only one such). Therefore
\[ d_n \sigma = \begin{cases} 0 & \text{if } n \text{ is odd} \\ \sigma_{n-1} & \text{if } n \text{ is even and positive} \end{cases} \]
It follows that the complex \(C_\ast(X)\) has the form
\[ \mathbb{Z} \leftarrow 0 \rightarrow \mathbb{Z} \leftarrow \mathbb{Z} \leftarrow \mathbb{Z} \leftarrow 0 \ldots \]
Clearly \(H_0(X) = \mathbb{Z}\) (we already knew this) and \(H_n(X) = 0\) for \(n > 0\). \(\square\)

7.4. **Homotopy invariance of singular homology.** Our goal here is to prove that singular homology is isomorphic for homotopy equivalent spaces. We start with a preliminary result which will be used to prove the general case.

**Proposition 7.34.** If \(X\) is a convex subspace of a euclidean space then \(H_n(X) = 0\) for all \(n \geq 1\).

**Proof.** Choose a point \(b \in X\) and for any singular simplex \(\sigma : \Delta^n \to X\) define a singular \((n+1)\)-simplex \(b \sigma : \Delta^{n+1} \to X\) as follows:
\[ (b \sigma)(t_0, \ldots, t_{n+1}) = \begin{cases} b & \text{if } t_0 = 1; \\ t_0 b + (1 - t_0) \sigma \left( \frac{t_1}{1-t_0}, \ldots, \frac{t_{n+1}}{1-t_0} \right) & \text{if } t + 0 \neq 1 \end{cases} \]
Here \((t_0, \ldots, t_{n+1})\) are barycentric coordinates of points in \(\Delta^{n+1}\). The singular simplex \(b \sigma\) is well-defined because \(X\) is convex. (Geometrically \(b \sigma\) is the cone over \(\sigma\) with vertex \(b\))
Now define \(C_n(X) \to C_{n+1}(X)\) by setting \(c_n(\sigma) = b \sigma\) and extending by linearity. We claim that, for all \(n \geq 1\) and any \(n\)-simplex \(\sigma\) in \(X\)
\[ (7.2) \quad d_{n+1} c_n(\sigma) = \sigma - c_{n-1} d_n(\sigma). \]
The claim readily implies the desired conclusion. Indeed, if \(\xi \in C_n(X)\) then from (7.2) we find \(\xi = dc(\xi) + c(d\xi)\). If \(d\xi = 0\) then \(\xi = dc(\xi)\). Therefore the group of \(n\)-cycles coincides with the group of \(n\)-boundaries and \(H_n(X) = 0\).
To check (7.2) let us compute the faces of \(c_n(\sigma) = b \sigma\). We have:
\[ (b \sigma) \epsilon_{i+1}^{n+1}(t_0, \ldots, t_n) = \sigma(t_0, \ldots, t_n). \]
Now let \(i > 0\). Then
\[ (b \sigma) \epsilon_i^{n+1}(t_0, \ldots, t_n) = (b \sigma)(t_0, \ldots, t_{i-1}, 0, t_i, \ldots, t_n). \]
If, in addition, \(t_0 = 0\) then
\[ (b \sigma) \epsilon_i^{n+1}(t_0, \ldots, t_n) = b; \]
if \(t_0 \neq 0\) then the right hand side above is equal to
\[ t_0 b + (1 - t_0) \sigma \left( \frac{t_1}{1-t_0}, \ldots, \frac{t_{i-1}}{1-t_0}, 0, \frac{t_i}{1-t_0}, \ldots, \frac{t_n}{1-t_0} \right) \]
\[ = t_0 b + (1 - t_0) \sigma \epsilon_{i-1}^{n+1} \left( \frac{t_1}{1-t_0}, \ldots, \frac{t_n}{1-t_0} \right) = c_{n-1}(\sigma \epsilon_{i-1}^{n+1})(t_0, \ldots, t_n). \]
We conclude, after evaluating each side on \((t_0, \ldots, t_n)\) that
\[ (c_n(\sigma)) \epsilon_{i+1}^{n+1} = \sigma \text{ and } (c_n(\sigma)) \epsilon_i^{n+1} = c_{n-1} \epsilon_{i-1}^{n} \text{ if } i > 0. \]
The rest is a routine calculation with the formula (7.1). \(\square\)
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7.4.1. **Chain homotopy and chain equivalence.** Before we proceed to prove the general case let us go back to the abstract setting of chain complexes and ask ourselves the following question: what is the condition on two chain maps $f, g : C_\ast \to B_\ast$ ensuring that the induced maps on homology $H_\ast(f), H_\ast(g) : H_\ast(C_\ast) \to H_\ast(B_\ast)$ coincide? The answer is formulated in terms of chain homotopy.

**Definition 7.35.** The chain maps $f, g : C_\ast \to B_\ast$ are **chain homotopic** if there is a sequence of homomorphisms $s_n : C_n \to B_{n+1}$ such that for all $n \in \mathbb{Z}$

$$d_{n+1}s_n + s_{n-1}d_n = f_n - g_n.$$  

(7.3)

The collection $s_\ast = \{s_n\}$ is called a **chain homotopy** between $f_\ast$ and $g_\ast$. We will write $f_\ast \sim g_\ast$ if there exists a chain homotopy between $f_\ast$ and $g_\ast$.

**Remark 7.36.** This definition is applicable to chain complexes infinite in both directions. We consider complexes $C_\ast$ for which $C_n = 0$ if $n < 0$.

**Proposition 7.37.** The relation $\sim$ is an equivalence relation on the set of chain maps $C_\ast \to B_\ast$.

**Proof.** (1) Reflexivity: $f \sim f$ via $s_\ast := 0$.

(2) Symmetry: if $s_\ast$ is a chain homotopy between $f_\ast$ and $g_\ast$ then $-s_\ast$ is a chain homotopy between $g_\ast$ and $f_\ast$.

(3) Transitivity: if $s_\ast : f_\ast \sim g_\ast$ and $s'_\ast : g_\ast \sim h_\ast$ then $(s_\ast + s'_\ast) : f_\ast \sim h_\ast$. 

The notion of chain homotopy is analogous to the notion of homotopy for continuous maps between topological spaces. In particular we have the following analogue of Proposition 3.3 whose proof is left for you as an exercise:

**Exercise 7.38.** If $s_\ast$ is a homotopy between $f_\ast, f'_\ast : C_\ast \to B_\ast$ and $s'_\ast$ is a homotopy between $g_\ast, g'_\ast : B_\ast \to A_\ast$ then the chain maps $g_\ast \circ f_\ast$ and $g'_\ast \circ f'_\ast$ are homotopic through the chain homotopy $g_\ast \circ s_\ast + s'_\ast \circ f'_\ast$.

The main property of chain homotopies is that they induce identical maps on homology:

**Proposition 7.39.** If $s_\ast$ is a homotopy between $f_\ast, g_\ast : C_\ast \to B_\ast$ then the homomorphisms $H_n(f)$ and $H_n(g) : H_n(C_\ast) \to H_n(B_\ast)$ coincide for any $n$.

**Proof.** If $c \in Z_n(C_\ast)$ then $d_n c = 0$ and, therefore, 7.3 implies $f_n(c) - g_n(c) = d(s_n c)$. In other words the cycles $f_n(c)$ and $g_n(c)$ are homologous in $B_\ast$. It follows that $f_n(c)$ and $g_n(c)$ determine the same homology class in $H_n(B_\ast)$.

Just as for topological spaces we could introduce the notion of chain homotopy equivalence as follows:

**Definition 7.40.** Let $C_\ast, B_\ast$ be two chain complexes and $f_\ast, g_\ast : C_\ast \to B_\ast$ be chain maps such that $f_\ast \circ g_\ast$ is chain homotopic to $id_{B_\ast}$ and $g_\ast \circ f_\ast$ is chain homotopic to $id_{C_\ast}$. Then $C_\ast$ and $B_\ast$ are called **chain homotopy equivalent**.

Proposition 7.39 implies that for chain homotopy equivalent complexes $C_\ast$ and $B_\ast$ have isomorphic homology: $H_n(C_\ast) \cong H_n(B_\ast)$ (check this!). Furthermore we say that a complex $C_\ast$ is **chain contractible** if $C_\ast$ is chain homotopy equivalent to the zero complex. Clearly $C_\ast$ is chain contractible iff the identity map on $C_\ast$ is chain homotopic to the zero map. The corresponding homotopy is called **contracting homotopy** for $C_\ast$. Note that in the proof of Proposition 7.34 we effectively constructed a contracting homotopy for the complex

$$\tilde{C}_\ast = \{ \mathbb{Z} \xrightarrow{d_0} C_0(X) \xrightarrow{d_1} C_1(X) \xrightarrow{d_2} C_2(X) \xrightarrow{d_3} \ldots \}$$

where $d_0$ is, defined by the formula

$$d_0(\sum a_i x_i) = (\sum a_i) \cdot 1 \in \mathbb{Z}.$$
The complex 7.4 is called the **augmented singular complex** of $X$ (where $X$ is any topological space). Thus, Proposition 7.34 showed that the augmented singular complex of a convex space is contractible (and hence, has zero homology).

**Exercise 7.41.** Show that the augmented singular complex is indeed a complex, i.e that $d_0 \circ d_1 = 0$.

**Definition 7.42.** The homology of the complex 7.4 is called the **reduced** singular homology of a space $X$. The $n$th reduced homology of $X$ is denoted by $\tilde{H}_n(X) = H_n(C_*(X))$.

**Exercise 7.43.** Show that $\tilde{H}_n(X) = H_n(X)$ if $n > 0$. Furthermore, show that $\tilde{H}_0(X) = 0$ if $X$ is connected.

Now we come to the main theorem of this section.

**Theorem 7.44.** Let $X, Y$ be topological spaces. If $f, g : X \to Y$ are homotopic then $H_n(f) = H_n(g)$ for all $n$.

**Proof.** Assume that $f$ and $g$ are homotopic. The following lemma allows one to replace the space $Y$ with $X \times I$:

**Lemma 7.45.** Let $t, b : X \to X \times I$ denote the maps $t(x) = (x, 1)$ and $b(x) = (x, 0)$. Then if $H_n(b) = H_n(t)$ then $H_n(f) = H_n(g)$.

**Proof.** Let $F : X \times I \to Y$ be the homotopy between $f$ and $g$. Consider the diagram

$$
\begin{array}{ccc}
X & \xrightarrow{t} & X \times I \\
\downarrow b & & \downarrow F \\
X \times I & \xrightarrow{F} & Y
\end{array}
$$

Clearly $F \circ t = f$ and $F \circ b = g$. Applying to this diagram $H_n$ we obtain

$$
\begin{array}{ccc}
H_n(X) & \xrightarrow{H_n(t)} & X \times I \\
\downarrow H_n(b) & & \downarrow H_n(F) \\
X \times I & \xrightarrow{H_n(F)} & Y
\end{array}
$$

The latter diagram is commutative by assumption. Therefore

$$H_n(f) = H_n(F) \circ H_n(t) = H_n(F) \circ H_n(b) = H_n(g).$$

Returning to the proof of Theorem 7.44 note according to the previous lemma that all we need to prove is that $H_n(b) = H_n(t)$. In other words the space $Y$ has been eliminated from the picture.

Consider the induced maps $f_*, g_* : C_*(X) \to C_*(X \times I)$. We will prove that $f_*, g_*$ give the same maps in homology by showing that there exists a **chain homotopy** between $f_*$ and $g_*$. In other words we will construct homomorphisms $s^n_* : C_n(X) \to C_{n+1}(X \times I)$ such that

$$t_*^X - b_*^X = d_{n+1}s^n_* + s^{n-1}_n d_n.$$  

(We wrote superscripts ‘$X$’ for reasons which will be clear later). We will prove this for *all* spaces $X$ using induction on $n$. In fact we will prove more: **Claim:** For all spaces $X$ there exist homomorphisms $s^n_* : C_n(X) \to C_{n+1}(X \times I)$ satisfying 7.5 and such that the following diagram commutes for every singular simplex $\sigma : \Delta^n \to X$:

$$
\begin{array}{ccc}
C_n(\Delta^n) & \xrightarrow{s^n_*} & C_{n+1}(\Delta^n \times I) \\
\downarrow \sigma_* & & \downarrow (\sigma \times \text{id})_* \\
C_n(X) & \xrightarrow{s^n_*} & C_{n+1}(X \times I)
\end{array}
$$

(7.6)
Let \( n = 0 \) and define \( s_{-1}^X = 0 \) (note that we don’t have a choice here since \( C_{-1}(X) = 0 \) by definition). Now given \( \sigma : \Delta^0 \xrightarrow{pt} X \) we define \( s_0^X : \Delta^1 \xrightarrow{t} X \) by \( t \mapsto (\sigma(pt), t) \) and then extend by linearity to the whole \( C(X) \). Check (7.5):
\[
d_1 s_0^X(\sigma) = (\sigma(pt), 1) - (\sigma(pt), 0) = t^X \circ \sigma - b^X \circ \sigma = t^X(\sigma) - b^X(\sigma),
\]
and (7.5) thus holds since \( s_{-1}^X = 0 \). To check (7.6) note that there is only one 0-simplex in \( \Delta^0 \), the identity function \( \delta : pt \xrightarrow{pt} pt \). To check commutativity evaluate each composite on \( \delta \). We have:
\[
s_0^X(\sigma)(\delta) = s_0^X(\sigma) : t \mapsto (\sigma(pt), t),
\]
\[
(\sigma \times id)_* s_0^X(\delta) : t \mapsto (\sigma \times id)_*(\delta(pt), t) = (\sigma \times id)_*(pt, t) = (\sigma(pt), t).
\]
Now assume that \( n > 0 \). If (7.5) holds then \( (t_\tau^X - b_\tau^X - s_{n-1}^X(d_{n-1})(\xi)) \) would be a cycle for any \( \xi \in C_n(X) \). But this is true:
\[
d_n(t_\tau^X - b_\tau^X - s_{n-1}^X d_n) = t_\tau^X d_n - b_\tau^X d_n - d_n s_{n-1}^X d_n
\]
\[
= t_\tau^X d_n - b_\tau^X d_n - (t_{\tau}^X - b_{\tau}^X - s_{n-2}^X d_{n-1}) d_n
\]
by the inductive assumption. But the last expression is clearly zero because \( d_{n-1} \circ d_n = 0 \).

Let \( \delta = id : \Delta^n \xrightarrow{pt} \Delta^n \) be the identity map on \( \Delta^n \) considered as a singular \( n \)-simplex in \( \Delta^n \). It follows that \( d_n(t_\tau^X - b_\tau^X - s_{n-1}^X d_n)(\delta) \) is a singular \( n \)-cycle in \( \Delta^n \times I \). Since the latter is a convex set Proposition 7.34 implies that all cycles in \( \Delta^n \times I \) are boundaries and therefore there exists \( \beta_{n+1} \in C_{n+1}(\Delta^n \times I) \) for which
\[
d_{n+1} \beta_{n+1} = d_n(t_\tau^X - b_\tau^X - s_{n-1}^X d_n)(\delta).
\]
Define \( s_n^X : C_n(X) \xrightarrow{\longrightarrow} C_{n+1}(X \times I) \)
\[
s_n^X(\sigma) = (\sigma \times id)_*(\beta_{n+1})
\]
where \( \sigma \) is an \( n \)-simplex in \( X \) and extend by linearity.

Check (7.5); here \( \sigma : \Delta^n \xrightarrow{pt} X \) is a singular \( n \)-simplex in \( X \):
\[
d_{n+1} s_n^X(\sigma) = d_{n+1}(\sigma \times id)_*(\beta_{n+1})
\]
\[
= (\sigma \times id)_* d_{n+1}(\beta_{n+1})
\]
\[
= (\sigma \times id)_*(t_\tau^X - b_\tau^X - s_{n-1}^X d_n)(\delta)
\]
\[
= (\sigma \times id)_* t_\tau^X - (\sigma \times id)_* b_\tau^X - (\sigma \times id)_* s_{n-1}^X d_n(\delta)
\]
\[
= (\sigma \times id)_* t_\tau^X - (\sigma \times id)_* b_\tau^X - s_{n-1}^X(\sigma \times id)_* d_n(\delta) \quad (by \ (7.6))
\]
\[
= t^X \sigma - b^X \sigma - s_{n-1}^X d_n(\sigma) \quad (by \ (7.6))
\]
\[
= t^X - b^X - s_{n-1}^X(\sigma).
\]

Check (7.6); here \( \tau : \Delta^n \xrightarrow{pt} \Delta^n \) is a singular \( n \)-simplex in \( \Delta^n \) and \( \sigma : \Delta^n \xrightarrow{pt} X \) is a singular \( n \)-simplex in \( X \):
\[
(\sigma \times id)_* s_n^X(\tau) = (\sigma \times id)_* (\tau \times id)_*(\beta_{n+1}) = (\sigma \tau \times id)_*(\beta_{n+1})
\]
\[
= s_n^X(\sigma \tau) = s_n^X(\sigma)(\tau).
\]
\[\square\]

We see, that the homology functors \( H_n(\cdot) \) are could be lifted to functors \( h\text{Top} \rightarrow \text{Ab} \). Any functor respects categorical isomorphisms and we obtain the following

**Corollary 7.46.** If \( X \) and \( Y \) are homotopy equivalent then \( H_n(X) \cong H_n(Y) \) for any \( n \geq 0 \). In particular, a contractible space has the same homology as the one-point space.
8. Relative homology and excision

We now come to the most important property of singular homology called excision. We start by defining relative singular complex. Note that if \( A \) is a subspace of \( X \) then \( C_*(A) \) is a subcomplex in \( C_*(X) \).

**Definition 8.1.** The singular complex of a pair of topological spaces \((X, A)\) with \( A \subset X \) is the complex \( C_*(X, A) := C_*(X) / C_*(A) \). The corresponding homology is called relative homology of the pair \((X, A)\) and denoted by \( H_*(X, A) \).

Our aim is to prove the following theorem (excision); here \( \bar{U} \) denotes the closure of \( U \) in \( X \) and \( A^o \) the interior of \( A \) in \( X \):  

**Theorem 8.2.** Assume that \( U \subset A \subset X \) are subspaces with \( \bar{U} \subset A^o \). Then the inclusion \( i : (X \setminus U, A \setminus U) \hookrightarrow (X, A) \) induces isomorphisms  

\[
i_* : H_n(X \setminus U, A \setminus U) \rightarrow H_n(X, A).
\]

We are rather long way away from this goal yet. Before going further we need to study the category \( \text{Comp} \) in some more detail.

8.1. Long exact sequence in homology.

**Definition 8.3.** Let \( C_*, D_*, A_* \) be chain complexes and \( f_* : C_* \rightarrow D_*, g_* : D_* \rightarrow A_* \) be chain maps. Then the sequence

\[
0 \leftarrow A_* \xleftarrow{g_*} D_* \xleftarrow{f_*} C_* \leftarrow 0
\]

is called a short exact sequence of complexes if for each \( n \) the sequence of abelian groups

\[
0 \leftarrow A_n \xleftarrow{g_n} D_n \xleftarrow{f_n} C_n \leftarrow 0
\]

is exact.

Give a short exact sequence (8.1) we will construct homomorphisms \( \partial_n : H_n(A_*) \rightarrow H_{n-1}(C_*) \) (called connecting homomorphisms) as follows. For \( \xi \in H_n(A_n) \) choose its representative \( \xi_1 \in Z_n(A_n) \subset A_n \). Since \( g_n \) is an epimorphism there exists \( \xi_2 \in D_n \) such that \( g_n(\xi_2) = \xi_1 \). Consider the element \( d_n(\xi_2) \in B_{n-1}(D_n) \). Since \( g_* \) is a chain map \( g_{n-1}(d_n(\xi_2)) = 0 \) (check this!). Therefore \( \xi_3 := d_n(\xi_2) \) is in the kernel of \( g_{n-1} \) and it follows that \( \xi_3 \) is in the image of \( f_{n-1} \). So there exists a unique \( \xi_4 \in C_{n-1} \) such that \( f_{n-1}(\xi_4) = \xi_3 \). Since \( f_* \) is a chain map and \( d_{n-1} \circ d_n = 0 \) we conclude that \( d_{n-1}(\xi_4) = 0 \) (check this!) In other words \( \xi_4 \in Z_{n-1}(C_n) \). Take its homology class \( [\xi_4] \in H_{n-1}(C_n) \) and define \( \partial_n(\xi) := [\xi_4] \).

**Exercise 8.4.** Show that the homomorphism \( \partial_n \) is independent of the choices involved, i.e.

- of the choice of a \( \xi_1 \) in the homology class of \( \xi \);
- of the choice of \( \xi_2 \in D_n \).

More precisely, show that different choices lead to a change in \( \xi_4 \) but not in \([\xi_4]\), that is various \( \xi_4 \)'s differ by an element in \( B_{n-1}(C_*) \).

**Proposition 8.5.** Let (8.1) be a short exact sequence of complexes. Then the sequence of abelian groups and homomorphisms

\[
\ldots \leftarrow \partial_n H_n(A_*) \xleftarrow{H_n(g_*)} H_n(D_*) \xleftarrow{H_n(f_*)} H_n(C_*) \xleftarrow{\partial_{n+1}} H_{n+1}(A_*) \leftarrow \ldots
\]

is exact.

**Proof.** (1) Check that Ker \( H_n(g_*) = \text{Im} \ H_n(f_*) \). Take \( \xi \in H_n(D_n) \) and its representative \( \xi_1 \in Z_n(D_n) \). Suppose that \( g_*(\xi_1) \in B_n(A_n) \) that is \( g_{n+1}(\xi_1) = d_{n+1}(\xi_2) \) for \( \xi_2 \in A_{n+1} \). Let \( \xi_3 \in D_{n+1} \) be such that \( g_*(\xi_3) = \xi_2 \). Then \( g_*(\xi - d_{n+1} \xi_3) = 0 \) and there exists \( \xi_4 \in C_n \) such that \( f_*(\xi_4) = \xi - d_{n+1} \xi_3 \). That shows that Ker \( H_n(g_*) \subset \text{Im} \ f_* \).

The fact that \( \text{Im} \ H_n(f_*) \subset \ker H_n(g_*) \) follows from \( H_n(g_*) \circ H_n(f_*) = 0 \). The latter equality holds because \( H_n \) is a functor and \( g_* \circ f_* = 0 \).
(2) Check that $\text{Ker } \partial_n = \text{Im } H_n(g_*).$ Let $\xi \in H_n(A_s)$ and choose a representative $\xi_1 \in Z_n(A_s)$. Recall that $\partial_n(\xi)$ is defined as the homology class of $f_{s-1} \circ d_n \circ g_{s-1}^{-1}(\xi_1)$ in $H_{n-1}(A_s)$. Suppose that $f_{s-1}^{-1} \circ d_n \circ g_{s-1}^{-1}(\xi_1) = d_n(\xi_2)$ for some $\xi_2 \in A_n$. Consider the element $g_{s-1}^{-1}(\xi_1) \in D_n$. If this element is a cycle then we could stop. Otherwise replace it with the element $\xi_3 = g_{s-1}^{-1}(\xi_1) - f_s(\xi_2)$. Then $\xi_3 \in Z_n(D_s)$ and $g_{s}(\xi_3) = \xi_1$. This shows that $\text{Ker } \partial_n \subseteq \text{Im } H_n(g_*).$ The inclusion $\text{Im } H_n(g_* \subseteq \text{Ker } \partial_n$ is easy.

(3) Check that $\text{Ker } H_n(f_s) = \text{Im } \partial_n.$ Let $\xi_1 \in Z_n(C_s)$ be a representative of $\xi \in H_n(C_s)$ and assume that $f_s(\xi_1) = d_{n-1}(\xi_2)$ for $\xi_2 \in D_{n+1}$. Set $\xi_3 := g_*(\xi_2) \in A_n$. Since $d_{n+1}(\xi_3) = g_1 \circ d_{n+1}(\xi_2) = 0$ we conclude that $\xi_3 \in Z_{n+1}(A_s)$. Moreover, $\partial_n(\xi_3) = \xi_1$. This shows that $\text{Ker } H_n(f_s) \subseteq \text{Im } \partial_n$.

The inclusion $\text{Im } \partial_n \subseteq \text{Ker } H_n(f_s)$ is an easy exercise. □

The following result complements Proposition 8.5.

**Proposition 8.6.** (Naturality of the homology long exact sequence.) Assume that there is a commutative diagram in $\text{Comp}$ with exact rows:

$$
\begin{array}{cccccc}
0 & \rightarrow & A_s & \xrightarrow{g_*} & D_s & \xrightarrow{f_*} & C_s & \rightarrow & 0 \\
& & a & \downarrow & d & \downarrow & c & & \\
0 & \rightarrow & A_s' & \xrightarrow{g_*'} & D_s' & \xrightarrow{f_*'} & C_s' & \rightarrow & 0 \\
\end{array}
$$

Then there is a commutative diagram of abelian groups with exact rows:

$$
\begin{array}{cccccc}
\cdots & \rightarrow & H_n(A_s) & \xrightarrow{H_n(g_*)} & H_n(D_s) & \xrightarrow{H_n(f_*)} & H_n(C_s) & \rightarrow & \cdots \\
& \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & & \\
\cdots & \rightarrow & H_n(A_s') & \xrightarrow{H_n(g_*')} & H_n(D_s') & \xrightarrow{H_n(f_*')} & H_n(C_s') & \rightarrow & \cdots \\
\end{array}
$$

**Proof.** Exactness of the rows is just Proposition 8.5. The first two squares commute because $H_n$ is a functor. The commutativity of the third square can be seen as follows. Take $\xi \in H_{n+1}(A_s)$ and $\xi' \in H_{n+1}(A_s')$ such that $H_n(a)(\xi) = \xi'$. Choose a representative $\xi_1 \in Z_{n+1}(A_s)$, then $a(\xi_1) \in Z_{n+1}(A_s')$ is a representative of $\xi'$. Take $\xi_2 \in D_{n+1}$ such that $f_s(\xi_2) = \xi_1$; then for $d(\xi_2) \in D_{n+1}$ we have $f_*(\xi_2) = \xi_1$. Set $\xi_3 := d_{n+1}(\xi_2)$, then for $\xi_3' := d(\xi_3)$ we have $\xi_3 = d_{n+1}(\xi_3)$. Finally choose $\xi_4 \in C_n$ for which $f_s(\xi_4) = \xi_3$. Clearly then for $\xi_4' := c(\xi_4)$ we have $f_*(\xi_4') = \xi_3'$. Therefore $H_n(c) \circ \partial_n(\xi_1) = c(\xi_4) = [\xi_4'] = \partial_n'(\xi_4') = \partial_{n+1} \circ H_n(a)(\xi).$ □

Let us now go back to topology. For a space $X$ and its subspace $A$ we have the following short exact sequence of complexes:

$$
0 \rightarrow C_*(X,A) \rightarrow C_*(X) \rightarrow C_*(A) \rightarrow 0.
$$

Therefore we have the following

**Corollary 8.7.** There exists a long exact sequence (called the long exact sequence of a pair $(X,A)$):

$$
\begin{array}{cccccc}
\cdots & \rightarrow & H_n(X,A) & \rightarrow & H_n(X) & \rightarrow & H_n(A) & \rightarrow & H_{n+1}(X,A) & \rightarrow & \cdots \\
\end{array}
$$

Let us now formulate a small variation on the homological long exact sequence involving a triple of complexes. It is usually called the long exact sequence of a triple.

**Proposition 8.8.** Let $B \subseteq A \subseteq X$ be inclusions of spaces. Then there is a (natural in all arguments) long exact sequence

$$
\begin{array}{cccccc}
\cdots & \rightarrow & H_n(X,A) & \rightarrow & H_n(A,B) & \rightarrow & H_n(X,B) & \rightarrow & H_{n+1}(X,A) & \rightarrow & \cdots \\
\end{array}
$$
Proof. This is just the long exact sequence associated with the short exact sequence of complexes:
\[ C_\bullet(X)/C_\bullet(A) \leftarrow C_\bullet(A)/C_\bullet(B) \leftarrow C_\bullet(X)/C_\bullet(B). \]
In some cases the relative homology can be reduced to the absolute one. \qed

**Definition 8.9.** Let \( A \) be a subspace in a topological space \( X \). The pair \( X, A \) is called *good* if \( A \) has a neighborhood \( V \) in \( X \) such that it is a deformation retract, i.e. there is a projection \( j : V \to A \) such that \( j \circ i = id_A \) and \( i \circ j \) is homotopic to \( id_V \).

Assuming excision (to be proved later) we will deduce the following result.

**Theorem 8.10.** Suppose a pair \( (X, A) \) is good. Then the quotient map \( q : (X, A) \to (X/A, A/A) \) induces isomorphisms \( q_* : H_n(X, A) \to H_n(X/A, A/A) \cong H_n(X/A) \) for all \( n \).

**Proof.** Consider the following commutative diagram:
\[
\begin{array}{ccc}
H_n(X, A) & \longrightarrow & H_n(X, V) \\
| q_* | & | & | q_* | \\
H_n(X/A, A/A) & \longrightarrow & H_n(X/A, V/A) \\
\end{array}
\]

The upper left horizontal map is an isomorphism since in the long exact sequence of the triple \((X, V, A)\) the groups \( H_n(V, A) \) are all zero because a deformation retraction of \( V \) onto \( A \) gives a chain equivalence of complexes \( C_\bullet(V)/C_\bullet(A) \) and \( C_\bullet(A)/C_\bullet(A) = 0 \). The same argument shows that the lower left horizontal map is an isomorphism as well. The other two horizontal maps are isomorphisms by excision and the rightmost vertical map is an isomorphism since \( q \) restricts to a homomorphism on the complement of \( A \). It follows from the commutativity of the diagram that the leftmost vertical map is an isomorphism as required. \qed

**Corollary 8.11.** For a wedge sum \( \vee_{\alpha} X_\alpha \) the inclusions \( X_\alpha \hookrightarrow \vee_{\alpha} X_\alpha \) induce an isomorphism
\[
\bigoplus_{\alpha} i_{\alpha,*} : \bigoplus_{\alpha} \tilde{H}_n(X_\alpha) \to \tilde{H}_n(\vee_{\alpha} X_\alpha)
\]
where the wedge sum is formed at basepoints \( x_\alpha \in X_\alpha \) such that the pairs \((X_\alpha, x_\alpha)\) are all good.

**Proof.** This follows directly from the above proposition by taking \((X, A) = (\amalg_{\alpha} X_\alpha, \amalg_{\alpha} \{x_\alpha\})\). \qed

### 8.2. Mayer-Vietoris sequence

We now reformulate Theorem 8.2 in the form better suited for applications. Let \( f : (X, A) \to (Y, B) \) be a map of pairs, i.e. \( A \subset X, B \subset Y \), and \( f : X \to Y \) is a map for which \( f(A) \subset B \). Then, clearly, \( f \) induces a chain map \( C_\bullet(X, A) \to C_\bullet(Y, B) \) and the corresponding map on homology:
\[
f_* : H_\bullet(X, A) \to H_\bullet(Y, B).
\]

**Theorem 8.12.** Let \( X_1 \) and \( X_2 \) be subspaces of \( X \) with \( X = X_1 \cup X_2 \). Then the inclusion of pairs \( i : (X_1, X_1 \cap X_2) \hookrightarrow (X, X_2) \) induces isomorphisms
\[
i_* : H_n(X_1, X_1 \cap X_2) \cong H_n(X, X_2)
\]
for all \( n \).

**Proposition 8.13.** Theorems 8.2 and 8.12 are equivalent.

**Proof.** Assume 8.2 and let \( X = X_1 \cup X_2 \). Set \( A = X_2 \) and \( U = X \setminus X_1 \). Then the pair \((X \setminus U, A \setminus U)\) is the pair \((X_1, X_1 \cap X_2)\) and the pair \((X, A)\) is the pair \((X, X_2)\) (check this!).

The inclusions coincide and therefore induce the same map in homology.

Now assume 8.12 and let \( U \subset A^o \). Set \( X_2 = A \) and \( X_1 = X \setminus U \). Then
\[
X_1 \cup X_2^o = (X \setminus U)^o \cup A^o \supset (X \setminus U)^o \cup A^o \supset (X \setminus A^o) \cup A^o = X.
\]
Finally we have \((X_1, X_1 \cap X_2) = (X \setminus U, A \setminus U)\) and \((X_1, X_2) = (X, A)\). \qed
We’ll need the following result on long exact sequences.

**Lemma 8.14.** Consider the following commutative diagram with exact rows:

\[
\begin{array}{ccccccc}
\ldots & \rightarrow & g_n & \rightarrow & A_n & \stackrel{f_n}{\rightarrow} & D_n & \stackrel{h_n}{\rightarrow} & C_n & \stackrel{g_{n+1}}{\rightarrow} & A_{n+1} & \rightarrow & \ldots \\
& & {\kappa_n} & & s_n & & t_n & & {\kappa_{n+1}} & & \ldots \\
\ldots & \rightarrow & g_n' & \rightarrow & A_n' & \stackrel{f_n'}{\rightarrow} & D_n' & \stackrel{h_n'}{\rightarrow} & C_n' & \stackrel{g_{n+1}'}{\rightarrow} & A_{n+1}' & \rightarrow & \ldots 
\end{array}
\]

in which every third map \( s_n \) is an isomorphism. Then the following sequence is exact:

\[
\ldots \rightarrow A_n \rightarrow f_n s_n^{-1} h_n' C_n' \rightarrow t_n - g_{n+1}' C_n \rightarrow (k_{n+1}; g_{n+1}) A_{n+1} \rightarrow \ldots
\]

**Proof.** Let us check exactness at the place corresponding to \( C_n \oplus A_{n+1}' \). Suppose that \((t_n - g_{n+1}')(c_n, a_{n+1}) = 0\), that is, \( t_n(c_n) - g_{n+1}'(a_{n+1}) = 0 \). It follows that \( h_n(c_n) = 0 \) and there exists \( a_{n+1} \in A_{n+1} \) such that \( g_{n+1}(a_{n+1}) = c_n \). Consider \( k_{n+1}(c_n) + a_{n+1} \). It is a cycle in the lower row and therefore there exists \( \xi \in D_{n+1}' \) such that \( f_{n+1}'(\xi) = k_{n+1}(c_n) + a_{n+1} \).

Now set \( \xi_1 := f_{n+1} \circ s_{n+1}^{-1}(\xi) \). Clearly \((k_{n+1}; g_{n+1})((\xi_1) = (c_n, a_{n+1}) \). In other words \( \text{Ker}(t_n - g_{n+1}') \subset \text{Im}((k_{n+1}; g_{n+1})) \). The other inclusions are checked similarly. \( \square \)

**Corollary 8.15.** (Mayer-Vietoris sequence) If \( X_1, X_2 \) are subspaces of \( X \) with \( X_1 \cup X_2 = X \) then the following sequence is exact:

\[
\ldots \rightarrow H_n(X_1 \cap X_2) \rightarrow g_{*}^{-1} q_* H_{n+1}(X) \rightarrow g_{*}^{-j} \text{H}_{n+1}(X_1) \oplus H_{n+1}(X_2) \rightarrow (i_1, i_2) H_{n+1}(X_1 \cap X_2) \rightarrow \ldots
\]

Here \( i_1, i_2 \) are the inclusions \( X_1 \cap X_2 \rightarrow X_1 \) and \( X_2 \cap X_2 \rightarrow X_2 \), \( g, j \) are the inclusions \( X_1 \rightarrow X \) and \( X_2 \rightarrow X \), \( q_* \) is induced by the projection \( C_\circ(X) \rightarrow C_\circ(X, X_2) \), \( h_* \) is the excision isomorphism \( H_\circ(X_1, X_1 \cap X_2) \cong H_\circ(X, X_2) \) and \( \partial \) is the connecting homomorphism of the pair \((X_1, X_1 \cap X_2)\).

**Proof.** We have the following map of topological pairs:

\((X_1, X_1 \cap X_2) \rightarrow (X, X_2)\).

This map induces a chain map between long exact sequences corresponding to the pairs \( (X_1, X_1 \cap X_2) \) and \( (X, X_2) \). So we get a commutative diagram whose rows are exact:

\[
\begin{array}{ccccccc}
\ldots & \rightarrow & H_n(X_1 \cap X_2) & \rightarrow & H_{n+1}(X_1, X_1 \cap X_2) & \rightarrow & H_{n+1}(X_1) & \rightarrow & H_{n+1}(X_1 \cap X_2) & \rightarrow & \ldots \\
& & & & h_* & & \downarrow & & \downarrow & & \downarrow \\
\ldots & \rightarrow & H_n(X_2) & \rightarrow & H_{n+1}(X, X_2) & \rightarrow & H_{n+1}(X) & \rightarrow & H_{n+1}(X_2) & \rightarrow & \ldots
\end{array}
\]

By Theorem 8.12 each map \( h_* \) is an isomorphism and the result follows from Lemma 8.14. \( \square \)

**Remark 8.16.** Note that exactness of the Mayer-Vietoris sequence is a result concerning *absolute* homology groups even though in the process relative homology were used. We will use it to compute homology groups of spheres.

**Exercise 8.17.** Show that for \( X, X_1, X_2 \) as in Corollary 8.15 there exists an exact sequence

\[
\ldots \rightarrow \tilde{H}_n(X_1 \cap X_2) \rightarrow \tilde{H}_n(X) \rightarrow \tilde{H}_{n+1}(X_1) \oplus \tilde{H}_{n+1}(X_2) \rightarrow \tilde{H}_{n+1}(X_1 \cap X_2) \rightarrow \ldots
\]

The end of this sequence is (in contrast with the Mayer-Vietoris sequence for unreduced homology):

\[
0 \rightarrow \tilde{H}_0(X) \rightarrow \tilde{H}_0(X_1) \oplus \tilde{H}_0(X_2) \rightarrow \ldots
\]
8.3. Homology of spheres.

**Theorem 8.18.** Let $S^n$ be the $n$-sphere where $n \geq 0$. Then

1. $H_0(S^0) = \mathbb{Z} \oplus \mathbb{Z}$ while $H_i(S^0) = 0$ for $i > 0$.
2. For $n > 0$ $H_n(S^n) = H_0(S^n) = \mathbb{Z}$ while $H_i(S^n) = 0$ if $i \neq 0,n$.

**Remark 8.19.** Using reduced homology the result could be reformulated more concisely: $\tilde{H}_n(S^n) = \mathbb{Z}$ while $\tilde{H}_i(S^n) = 0$ if $i \neq 0$.

**Proof.** We prove that the reduced homology of $S^n$ is as claimed using induction on $n$. We know the result is true for $n = 0$ since $S^0$ is just a union of two points.

Now assume that $n > 0$. Let $N$ and $S$ be the north and south poles of $S^n$. Set $X_1 = S^n \setminus N$ and $X_2 = S^n \setminus S$. Clearly $S^n = X_1 \cup X_2$. Furthermore $X_1 \cap X_2$ has the same homotopy type as the equator $S^{n-1}$ (check this!). Applying the Mayer-Vietoris sequence for reduced homology we get an exact sequence:

$$\tilde{H}_i(X_1) \oplus \tilde{H}_i(X_2) \xrightarrow{i} \tilde{H}_i(X_1 \cap X_2) \xrightarrow{j} \tilde{H}_{i+1}(S^n) \xrightarrow{k} \tilde{H}_{i+1}(X_1) \oplus \tilde{H}_{i+1}(X_2)$$

It follows from contractibility of $X_1$ and $X_2$ that the left and right terms in the above sequence are both zero and therefore

$$\tilde{H}_{i+1}(S^n) \cong \tilde{H}_i(X_1 \cap X_2) \cong \tilde{H}_i(S^{n-1}).$$

(Note that the above sequence is exact also for $i = 0$.) By induction $\tilde{H}_{i+1}(S^n) = \tilde{H}_i(S^{n-1}) = \mathbb{Z}$ if $i + 1 = n$ and 0 otherwise. □

As a corollary we obtain the Brower fixed point theorem discussed in the Introduction. Let’s draw some other corollaries:

**Corollary 8.20.** If $m \neq n$ then $S^n$ and $S^m$ are not homotopy equivalent. In particular they are not homeomorphic. Indeed, $S^n$ and $S^m$ have different homology.

**Corollary 8.21.** If $n \neq m$ then $\mathbb{R}^n$ and $\mathbb{R}^m$ are not homeomorphic.

**Proof.** The space $\mathbb{R}^n \setminus \text{point}$ has the same homotopy type as $S^{n-1}$ (why?). Likewise $\mathbb{R}^n \setminus \text{point}$ is homotopically equivalent to $S^{m-1}$. If $\mathbb{R}^n \setminus \text{point}$ and $\mathbb{R}^m \setminus \text{point}$ were homeomorphic then $S^{n-1}$ and $S^{m-1}$ would also be homeomorphic. But, as we saw in the previous corollary, this is not true. □

8.4. **Proof of excision.** In this subsection we will prove the excision property (Theorem 8.12).

Let $X_1, X_2$ be subspaces of $X$. Then clearly $C_*(X_1)$ and $C_*(X_2)$ are subcomplexes of $C_*(X)$. Denote by $C_*(X_1) + C_*(X_2)$ the subcomplex of $C_*(X)$ consisting of all sums $c_1 + c_2 \in C_*(X)$ where $c_1 \in C_*(X_1), c_2 \in C_*(X_2)$ for some $n$.

**Lemma 8.22.** If the inclusion $C_*(X_1) + C_*(X_2) \hookrightarrow C_*(X)$ induces an isomorphism in homology the excision holds for the subspaces $X_1, X_2$ of $X$.

**Proof.** The short exact sequence of complexes

$$0 \rightarrow C_*(X_1) + C_*(X_2) \rightarrow C_*(X) \rightarrow C_*(X)/(C_*(X_1) + C_*(X_2)) \rightarrow 0$$

leads to the long exact sequence in homology from which it follows that the complex $C_*(X)/(C_*(X_1) + C_*(X_2))$ has zero homology (check this). Now consider the short exact sequence of complexes

$$0 \rightarrow \frac{C_*(X_1) + C_*(X_2)}{C_*(X_1)} \rightarrow \frac{C_*(X)}{C_*(X_1)} \rightarrow \frac{C_*(X)}{C_*(X_1) + C_*(X_2)} \rightarrow 0.$$

The associated long exact sequence in homology has every third term, zero from which it follows that the map $\frac{C_*(X_1) + C_*(X_2)}{C_*(X_2)} \rightarrow \frac{C_*(X)}{C_*(X_2)}$ induces an isomorphism in homology. Finally consider
the following commutative diagram of complexes:

\[
\begin{array}{ccc}
C_\ast(X_1) & \rightarrow & C_\ast(X) \\
\downarrow & & \downarrow \\
C_\ast(X_1 \cap X_2) & \rightarrow & C_\ast(X_2) \\
& \uparrow & \\
C_\ast(X_1) + C_\ast(X_2) & \rightarrow & C_\ast(X_2)
\end{array}
\]

We just showed that the northeast arrow induce an isomorphism in homology. Furthermore since
\(C_\ast(X_1 \cap X_2) \cong C_\ast(X_1) \cap C_\ast(X_2)\) the southwest arrow is actually an isomorphism of complexes,
in particular it induces an isomorphism in homology. It follows that the horizontal arrow induces
an isomorphism in homology which is what the excision property asserts.

Remark 8.27. Briefly, a singular simplex \(\sigma\) is affine if it is affine as a map \(\Delta^n = [e_0, \ldots, e_1] \rightarrow X \hookrightarrow \mathbb{R}^m\). The set \(C_n^{aff}(X)\) of affine singular chains is a free abelian group that is a subgroup
in the group of all singular chains. Moreover this subgroup is actually a subcomplex (why?)

Definition 8.23. The barycenter of an \(n\)-simplex is the point having barycentric coordinates
\((\frac{1}{n+1}, \ldots, \frac{1}{n+1})\).

In particular the barycenter of a 1-simplex, or a line segment, is its middle point, the barycenter
of a 2-simplex, or a triangle, is the intersection of its medians etc.

Definition 8.24. The barycentric subdivision of an affine simplex \(\Sigma^n\) is a collection of \(\text{Sd} \Sigma^n\)
simplices defined inductively:

1. \(\text{Sd} \Sigma^0 = \Sigma^0\);
2. if \(f_0, \ldots, f_{n+1}\) are the \(n\)-dimensional faces of \(\Sigma^{n+1}\) then \(\text{Sd} \Sigma^n\) consists of all the \((n+1)\)-dimensional simplices spanned by the barycenter of \(\Sigma^{n+1}\) and the \(n\)-simplices in \(\text{Sd} f_i\),
   \(i = 0, \ldots, n+1\).

Remark 8.25. Note that

- \(\text{Sd} \Sigma^n\) consists of exactly \((n+1)!\) simplices;
- every \(n\)-simplex of \(\text{Sd} \Sigma^n\) has an ordering on the set of its vertices. Namely its first vertex is
  the barycenter of \(\Sigma^n\). Its second vertex corresponds to the barycenter of \(\sigma^{n-1}\), some \((n-1)\)-dimensional face of \(\Sigma^n\). Let us denote this vertex by \(b_{n-1}\). The third vertex \(b_{n-2}\) of our
  simplex corresponds to the barycenter of some \(\sigma^{n-2}\) etc. Thus, any \(n\)-simplex of \(\text{Sd} \Sigma^n\) has the form \([b_0, b_{n-1}, \ldots, b_0]\) where \(\sigma_i\) form a nested system: \(\sigma^n = \Sigma^n \supset \sigma^{n-1} \supset \ldots \supset \sigma^0\).

We want to define a map \(\text{Sd}_n : C_n(X) \rightarrow C_n(X)\) for all \(n \geq 0\). We’ll do it in stages: first,
assuming that \(X\) is convex and then in general.

Definition 8.26. Let \(X\) be a convex set in \(\mathbb{R}^m\) and \(e_0, \ldots, e_n\) are vertices of the standard
\(n\)-simplex \(\Delta^n\). We say that a singular simplex \(\sigma : \Delta^n \rightarrow X\) is affine if \(\sigma(\sum t_i e_i) = \sum t_i \sigma(e_i)\)
where \(\sum t_i = 1\) and \(t_i \geq 0\). A (finite) linear combination of singular affine simplices in \(X\) is called an affine singular chain. The set of all affine singular chains in \(X\) will be denoted by
\(C_n^{aff}(X)\)

Remark 8.27. Briefly, a singular simplex \(\sigma\) is affine if it is affine as a map \(\Delta^n = [e_0, \ldots, e_1] \rightarrow X \hookrightarrow \mathbb{R}^m\). The set \(C_n^{aff}(X)\) of affine singular chains is a free abelian group that is a subgroup
in the group of all singular chains. Moreover this subgroup is actually a subcomplex (why?)

Definition 8.28. Let \(X\) be a convex set. The barycentric subdivision is a homomorphism
\(\text{Sd}_n : C_n^{aff}(X) \rightarrow C_n^{aff}(X)\) defined inductively on generators \(\sigma : \Delta^n \rightarrow X\):

1. if \(n = 0\) then \(\text{Sd}_0(\sigma) = \sigma\)
2. if \(n > 0\) then \(\text{Sd}_n(\sigma) = \sigma(b_0) \text{Sd}_{n-1}(d\sigma)\) where \(b_0\) is the barycenter of \(\Delta^n\). (Recall that
\(\sigma(b_0) \text{Sd}_{n-1}(d\sigma)\) is the ‘cone over \(\text{Sd}_{n-1}(d\sigma)\) with vertex \(b_0\), see Proposition 7.34)
We now define barycentric subdivision of \( C_s(X) \) where \( X \) is an arbitrary space.

**Definition 8.29.** If \( X \) is any space then we define the homomorphism \( Sd_n : C_n(X) \to C_n(X) \) on generators \( \sigma : \Delta^n \to X \) by the formula
\[
Sd_n(\sigma) = \sigma_s Sd(\delta^n),
\]
where \( \delta^n : \Delta^n \to \Delta^n \) is the identity map. (Note that \( \Delta^n \) is convex and \( \delta^n \) is an affine simplex so \( Sd(\delta^n) \) has already been defined).

**Remark 8.30.** Note, that the operation \( Sd \) is natural with respect to continuous maps \( X \to Y \). In other words, the following diagram commutes for all \( n \geq 0 \) (check this!):
\[
\begin{array}{ccc}
C_n(X) & \xrightarrow{Sd_n} & C_n(X) \\
\downarrow f_* & & \downarrow f_* \\
C_n(Y) & \xrightarrow{Sd_n} & C_n(Y)
\end{array}
\]

**Lemma 8.31.** \( Sd : C_*(X) \to C_*(Y) \) is a chain map.

**Proof.** Assume first that \( X \) is convex and let \( \sigma : \Delta^n \to X \) be an affine \( n \)-simplex. We will prove by induction that
\[
Sd_{n-1} d_n \sigma = d_n Sd_n \sigma.
\]
Since \( Sd_{-1} = 0 \) and \( d_0 = 0 \) the base of induction \( n = 0 \) is clear. Now let \( n > 0 \), then
\[
(8.2) \quad d_n Sd_n \sigma = d_n (\sigma(b_n) Sd_{n-1}(d_n \sigma)) = Sd_{n-1} d_n \sigma - \sigma(b_n)((d_{n-1} Sd_{n-1})d_n \sigma).
\]
(In the last equality we used the identity \( d(b\xi) = \xi - bd\xi \) which was which was checked in the course of the proof of Proposition 7.34, see Equation (7.2)). By the inductive assumption the last term in (8.2) equals to
\[
Sd_{n-1} d_n \sigma - \sigma(b_n)(Sd_{n-2} d_{n-1} d_n \sigma) = Sd_{n-1} d_n \sigma.
\]
Now let \( X \) be a not necessarily convex space and \( \sigma : \Delta^n \to X \) be a singular \( n \)-simplex in \( X \). Then
\[
d Sd(\sigma) = d \sigma_s Sd(\delta^n)
\]
\[
= \sigma_s d \sigma Sd(\delta^n)
\]
\[
= \sigma_s Sd d(\delta^n) \text{ (because } \Delta^n \text{ is convex)}
\]
\[
= Sd \sigma_s d(\delta^n)
\]
\[
= Sd d \sigma_s(\delta^n)
\]
\[
= Sd d \sigma.
\]
(\( \square \))

The following lemma is crucial; it shows that the subcomplex \( Sd C_*(X) \subset C_*(X) \) has the same homology as \( C_*(X) \):

**Lemma 8.32.** For each \( n \geq 0 \) the induced homomorphism \( H_n(Sd) : H_n(X) \to H_n(X) \) is the identity.

**Proof.** We show that the map \( Sd : C_*(X) \to C_*(X) \) is chain homotopic to the identity map. In other words, we will construct homomorphisms \( s_n : C_n(X) \to C_{n+1}(X) \) such that \( d_{n+1} s_n + s_{n-1} d_n = id - Sd_n \).

Assume first that \( X \) is convex and prove the desired formula (for the affine singular complex) by induction on \( n \geq 0 \). Define \( s_0 : C_0^{aff}(X) \to C_1^{aff}(X) \) to be the zero map. The base of induction \((n = 0)\) is obvious and we assume that \( n > 0 \). For any \( \xi \in C_n^{aff}(X) \) we need to define \( s_n \) so that
\[
ds_n \xi = \xi - Sd \xi - s_{n-1} d \xi.
\]
(8.3)
Note that the right-hand side above is a cycle. Indeed,

\[ d(\xi - Sd \xi - s_{n-1}d\xi) = d\xi - dSd\xi - (id - Sd - s_{n-2}d)d\xi = 0. \]

(Here we used the inductive assumption and the identity \( d \circ d = 0 \)). Since a convex set has zero homology all cycles are boundaries and we can find an element in \( C_n(X) \) whose boundary is \( \xi - Sd\xi - s_{n-1}d\xi \). We call this element \( s_n(\xi) \). Specifically, set \( s_n(\xi) = b(\xi - Sd\xi - s_{n-1}d\xi) \).

(Note that \( s_n(\xi) \in C_n(X) \).) Then Equation 8.3 is satisfied (why?).

This finishes the proof in the case when \( X \) is convex. Now let \( X \) be any space and \( \sigma : \Delta^n \to X \) be a singular \( n \)-simplex. Then define

\[ s_n(\sigma) = \sigma,s_n(\delta^n) \in C_{n+1}(X), \]

where, as usual, we denoted by \( \delta^n \) the identity singular simplex on \( \Delta^n \). What remains is to prove that formula (8.3) holds for so defined \( s_n \). To see this first notice that the following diagram is commutative for any continuous map \( X \to Y \):

\[
\begin{array}{ccc}
C_n(X) & \xrightarrow{f_*} & C_n(Y) \\
\downarrow{s_n} & & \downarrow{s_n} \\
C_{n+1}(X) & \xrightarrow{f_*} & C_{n+1}(Y)
\end{array}
\]

Using this naturality property and the fact that formula (8.3) is proved for the simplex \( \Delta^n \) we see that it holds in the general case (do it!). This finishes the proof. \( \square \)

The next result we are going to discuss makes precise the intuitively obvious picture we have in mind: the simplices of the barycentric subdivision are smaller than the original simplex. Moreover, by iterating the operation \( Sd \) one gets arbitrarily small simplices. Let us call the \textit{diameter} of a simplex in \( \mathbb{R}^m \) the maximal distance between any two points in it.

**Proposition 8.33.** Let \( \sigma = [p_0, \ldots, p_n] \) be an \( n \)-simplex in \( \mathbb{R}^m \). Then the diameter of any simplex in \( Sd\sigma \) is at most \( \frac{n}{n+1} \) times the diameter of \( \sigma \).

**Proof.** Note that the diameter of \( \sigma \) equals the maximal distance between any of its vertices. This fact is geometrically obvious and could be proved rigorously using the triangle inequality (do it).

So we have to check that the distance between any two \( q_i, q_j \) of the barycentric subdivision of \( \sigma \) is at most \( \frac{n}{n+1} \) times the diameter of \( \sigma \). If neither \( q_i \) nor \( q_j \) is the barycenter of \( \sigma \) then these two points lie in a proper face of \( \sigma \) and obvious induction on \( n \) gives the result (check this!).

So suppose that \( q_i \) is the barycenter \( b \). We could also suppose \( q_j \) to be one of the vertices \( p_i \) of \( \sigma \), again by the triangle inequality (check this). Let \( b_i \) be the barycenter of the face \( [p_0, \ldots, p_i, \ldots, p_n] \). Then \( b = \frac{1}{n+1}p_i + \frac{n}{n+1}b_i \). The sum of two coefficients is 1 so \( b \) lies on the line segment \( [p_i, b_i] \) from \( p_i \) to \( b_i \):

\[ \text{Furthermore the distance from } b \text{ to } p_i \text{ is } \frac{n}{n+1} \text{ times the length of } [p_i, b_i]. \text{ Therefore } |b, p_i| \text{ is bounded by } \frac{n}{n+1} \text{ times the diameter of } \sigma. \] \( \square \)

Now let \( Sd^d : C_\ast(X) \to C_\ast(X) \) be the \( d \)-th iteration of the operation \( Sd \). The previous result implies that the diameter of any simplex in \( Sd^d(\sigma) \) is at most \( \left( \frac{n}{n+1} \right)^d \) the diameter of \( \sigma \). In particular the simplices in \( Sd^d(\sigma) \) become arbitrarily small as \( d \) gets bigger. We have the following
Corollary 8.34. If $X_1, X_2$ are subspaces in $X$ with $X = X_1^o \cup X_2^o$ and $\sigma$ is a singular $n$-simplex in $X$ then for a large enough $d$ we will have $Sd^d \sigma \in C_n(X_1) \cup C_n(X_2)$.

Proof. Consider the covering of $\Delta^n$ by two open sets $X_1' = \sigma^{-1}(X_1)$ and $X_2' = \sigma^{-1}(X_2)$. Standard considerations using compactness of $\Delta^n$ shows that any set $U \subset \Delta^n$ whose diameter is small enough must be contained in $X_1'$ or $X_2'$ (check the details!). Therefore there exists an integer $d$ form which every simplex in $Sd^d(\Delta^n)$ is contained in $X_1'$ or $X_2'$. It follows that the image of every singular simplex entering in $Sd^d \sigma$ ids contained in $X_1$ or $X_2$. □

We can now complete the proof of the excision property. Recall that by Lemma 8.22 we only need to prove that $i : C_*(X_1) + C_*(X_2) \rightarrow C_*(X)$ induces an isomorphism in homology.

1. The map $i_* : H_n(C_*(X_1) + C_*(X_2)) \rightarrow H_n(X)$ is surjective. Let $\xi \in H_n(X)$ and $\xi_1$ be the cycle representing $\xi$. Since $Sd : C_*(X) \rightarrow C_*(X)$ is chain homotopic to the identity map the cochain $Sd(\xi_1)$ is a cycle which is homologous to $\xi_1$. Iterating we see that $Sd^d(\xi_1)$ is a cycle homologous to $\xi_1$ for any integer $d$. But we just saw that $Sd^d(\xi_1) \in C_n(X_1) + C_n(X_2)$. So we found a cycle which lies in $C_n(X_1) + C_n(X_2)$ and is homologous to $\xi_1$, hence $i$ is surjective in homology.

2. The map $i_* : H_*(C_*(X_1) + C_*(X_2)) \rightarrow H_*(X)$ is injective. Let $\xi_1 + \xi_2 \in \text{Ker } i_*$ and take a representative cycle $\xi_1' + \xi_2'$ of $\xi_1 + \xi_2$. Then $i(\xi_1' + \xi_2')) = d(\eta)$ for $\eta \in C_{n+1}(X)$. We need to show that $i(\xi_1' + \xi_2')$ is a boundary in $C_n(X_1) + C_n(X_2)$. Since

$$\eta - Sd \eta = (sd + ds)\eta$$

we have, after taking $d$ of both sides.

$$dn - d(Sd \eta) = dsd(\eta).$$

We conclude that

$$\xi_1' + \xi_2' = dn = d(Sd \eta + s(d\eta)) = d(Sd \eta + s(\xi_1') + s(\xi_2')).$$

So we proved that $\xi_1' + \xi_2'$ is a boundary of an element in $C_*(X_1) + C_*(X_2)$ and we are done (assuming that $Sd \eta \in C_{n+1}(X_1) + C_{n+1}(X_2)$). If this is not the case note that there exists an integer $d$ for which $Sd \eta \in C_{n+1}(X_1) + C_{n+1}(X_2)$ and the map $Sd^d : C_*(X) \rightarrow C_*(X)$ is still homotopic to the identity map. So we could argue as before replacing $Sd$ with $Sd^d$. This completes the proof.

9. The relationship between homology and the fundamental group

We will finish these notes by discussing the relationship between the fundamental group of a topological space and it first homology group. A map $f : I \rightarrow X$ can be viewed either as a path or as a 1-simplex in $X$. If $f(0) = f(1)$ then this singular simplex is a 1-cycle. This idea gives rise to a homomorphism between $\pi_1(X)$ and $H_1(X)$.

Theorem 9.1.

1. The above construction determines a homomorphism $h : \pi_1(X, x_0) \rightarrow H_1(X)$.
2. If $X$ is path-connected then $h$ is surjective and his kernel in the commutator subgroup of $\pi_1(X)$, i.e. the normal subgroup generated by all commutators $aba^{-1}b^{-1}$ where $a, b \in \pi_1(X)$.

Proof. Let us first prove well-definedness. Note that the constant path viewed as a 1-simplex is equal to the boundary of the constant 2-simplex with the same image and thus, is homologous to zero.

Next, let two paths $f$ and $g$ be homotopic. Consider a homotopy $F : I \times I \rightarrow X$ from $f$ to $g$ and subdivide the square $I \times I$ into two triangle as shown on the picture.

![Diagram](image-url)
When one computes $\partial(\sigma_1 - \sigma_2)$ the two restrictions of $F$ onto the diagonal cancel, leaving $f - g$ together with two constant singular 1-simplices from the left and right edges of the square. Since constant singular 1-simplices are boundaries it follows that $f - g$ is a boundary also.

To show that $h$ is a homomorphism consider the singular 2-simplex $\sigma: \Delta^2 \to X$ given as the composition of the orthogonal projection of $\Delta^2 = [v_0, v_1, v_2]$ onto the edge $[v_0, v_2]$ followed by $f g: [v_0, v_2] \to X$ then $\partial \sigma = g - fg + f$.

Further we have $f + f^{-1}$ is homologous to $f f^{-1}$ which is homologous to zero and it follows that $f^{-1}$ is homologous to $-f$.

Now show that $h$ is surjective (if $X$ is path-connected). Let $\sum n_i \sigma_i$ be a 1-cycle representing a given homology class. After relabeling we can assume that in fact all $n_i$s are $\pm 1$ and since inverse paths correspond to negative of the corresponding chains we can assume that all $n_i$s are 1. If some of the $\sigma_i$ is not a loop then since $\partial(\sum \sigma_i) = 0$ there must be another $\sigma_j$ in the sum such that combined path $\sigma_i \sigma_j$ is defined and we can, therefore, decrease the number of summands until all of them will be loops. Since $X$ is path-connected we can replace all these loops by the homologous ones and based at the same point $x_0$. Then we can take the composition of all these loops obtaining a single loop representing our original homology class.

The final part is to prove that the kernel of $h$ is the commutator subgroup of $\pi_1(X)$. Since $H_1(X)$ is an abelian group we conclude that the commutator is inside the kernel. It remains to show that any element $[f] \in \pi_1(X)$ that is in the kernel of $h$ must be homotopic to products of commutators.

If an element $[f] \in \pi_1(X)$ is in the kernel of $h$ then it is, as a 1-chain, a boundary of a 2-chain $\sum n_i \sigma_i$. As before, we can assume that $n_i = \pm 1$. We will now construct a certain topological space (a 2-dimensional surface in fact) by taking 2-simplices – triangles – one for each $\sigma_i$ and gluing them together. To do that write $\partial \sigma_i = \tau_{i0} - \tau_{i1} + \tau_{i2}$ for the corresponding singular simplices $\tau_{ij}$. It follows that in the formula for $\partial \sigma_i$ all singular simplices, except for one that is equal to $f$, could be divided into pairs so that each pair consists of a singular 1-simplex $\tau_{ij}$ plus itself taken with coefficient −1 (resulting in cancelation, of course).

This gives a scheme for glueing faces of our two-dimensional simplices: we identify the corresponding edges of our triangles preserving their orientation. There results a space $K$; the maps $\sigma_i$ fit together to get a map $K \to X$.

It is clear that $K$ is a two-dimensional surface with boundary corresponding to $f$ since glueing triangles along their edges will always give rise to a surface. We claim that $K$ is an oriented surface. Indeed, we can glue a disc along $f$, triangulate this disc and also assume that the partition of the obtained closed surface $K$ is in fact a triangulation by taking barycentric subdivisions if needed. Then $K$ has the property (ensured by the equation $f = \partial(\sum n_i \sigma_i)$ that the sum of all triangles in the triangulation together with appropriate signs (viewed as a singular 2-chain) is a 2-cycle. This property will clearly be preserved under the any refinement of the triangulation. It will also hold for an orientable surface as its representation as a $4g$-gon makes clear and it does not hold for an unorientable surface by the same reason.

So we proved that there the loop $f: S^1 \to X$ extends to a map from an orientable surface $K$ whose boundary is $S^1$. Let $g$ be the genus of $K$, then its fundamental group is the free group on $2g$ generators $a_1, \ldots, a_g, b_1, \ldots, b_g$ and the class of the boundary circle is represented by the product of commutators $a_1 b_1 a_1^{-1} b_1^{-1} \cdots a_t b_1 a_1^{-1} b_1^{-1}$, see Example 6.4. Therefore the class of $f$ inside $\pi_1(X)$ also belongs to the commutator subgroup as required. □
Remark 9.2. Note the following useful observation used in the proof above: a (based) map $f : S^1 \to X$ lies in the commutator subgroups of $\pi_1(X)$ if and only if it extends to a map from orientable surface whose boundary is $S^1$. More precisely, if such a map can be represented as a product of $n$ commutators then this surface could be taken to have have genus $n$. The genus 0 surface correspond to maps homotopic to zero. Question: what can we say about a map that can be extended to a map of unorientable surface?

Developing this line of thinking further one could ask for a similar interpretation of an element in the fundamental group $G$ of a space which lies not in the commutator subgroup $G' := [G, G]$ of $G$ but in the smaller subgroup $[G', G]$ or in $[G', G']$. Moreover, one could go still further and consider an iteration of this procedure; e.g. when does a given element in the fundamental group lie in the $n$th member of the lower central series of $G$? These question lead to the notion of a grope which are certain two-dimensional spaces (not surfaces) obtained by certain simple glueings of surfaces. These spaces play an important role in knot theory and low-dimensional topology.

Corollary 9.3. Let $S_g$ be a two-dimensional surface of genus $g$. Recall from Example 10.1 that $\pi_1(S_g)$ is a group with generators $a_i, b_i, i = 1, 2, \ldots, g$ subject to the relation $a_1 b_1 a_1^{-1} b_1^{-1} \cdots a_g b_g a_g^{-1} b_g^{-1} = 1$. It is clear the the quotient of $\pi_1(S_g)$ by the commutator is a free abelian group on $2g$ generators $a - i, b_i$.

10. CELL COMPLEXES AND CELL HOMOLOGY

We will now consider a class of topological spaces which is particularly amenable for homological calculations; this class is formed by cell complexes. For most practical purposes this class is sufficient and any space of importance is usually either a cell complex or homotopy equivalent to one.

We start with the procedure of adjoining a cell.

Definition 10.1.

- Let $X$ be a space and $f : S^n \to X$ be a (continuous) map from an $n$-dimensional sphere to $X$. Denote an $n + 1$-dimensional disc by $D^{n+1}$ and by $i : S^n \to D^{n+1}$ the inclusion of $S^n$ as the boundary of $D^{n+1}$. Form the space $X \vee_D D^n := X \bigsqcup D^{n+1} / \sim$; the quotient of the disjoint union of $X$ and $D^{n+1}$ by the following equivalence relation: $i(x) \sim f(x)$ for $x \in S^n$. The space $X \vee_D D^n$ is the result of gluing an $n + 1$-dimensional cell to $X$ along $f$. We can similarly define the process of attaching an arbitrary (even uncountable) collection of cells to $X$ via maps $f_\alpha : S^n \to X$. The resulting space will be denoted by $X \vee_{f_\alpha} \bigsqcup (D^{n+1}_\alpha)$

- A cell complex (or CW-complex) is given inductively: the disjoint union of points is a 0-dimensional CW complex and the result of gluing an arbitrary collection of $n + 1$-cells to an $n$-dimensional CW-complex is an $n + 1$-dimensional CW-complex. The union of $n$-dimensional cells in a CW complex $X$ forms an $n$-dimensional CW-complex $X_n$ called the $n$th skeleton of $X$.

- Note that in a cell complex $X$ we have a collection of inclusions $X_0 \subset X_1 \ldots$. If this collection is infinite (i.e. $X$ has an infinite dimension as a CW complex) then we give $X$ the weak topology; a set $U \subset X$ is open if and only if $U \cap X_n$ is open for any $n$.

Example 10.2. (1) A 1-dimensional cell complex is usually called a graph; it consists of 0-dimensional cells called vertices and 1-dimensional cells called edges (which connect the vertices).

(2) A large collection of 2-dimensional cell complexes is given by 2-dimensional surfaces. For example, $S^2$ is constructed by gluing one 2-cell one 0-cell (geometrically, collapsing the boundary of a 2-disc to a point). The familiar construction of a torus $T^2$ by identifying the opposite edges of a rectangle exhibits $T^2$ as a 2-dimensional CW-complex with one 0-cell (corresponding to the one equivalence class of vertices in a rectangle), two 1-cells (corresponding to the two inequivalent edges of a rectangle) and one 2-cell (corresponding to the rectangle itself). Similarly any 2-dimensional surface $S$ of genus $g$ is a 2-dimensional
CW-complex with one 0-cell, 2g 1-cells and one 2-cell. That could be seen similarly to the torus case from the construction of $S^n$ by identifying the edges of a $4g$-gon, see Example 6.4.

(3) The sphere $S^n$ is an $n$-dimensional CW-complex with one 0-cell and one $n$-cell.

(4) The $n$-dimensional real projective space $\mathbb{R}P^n$ is defined as $S^n/\sim$ where $\sim$ is the equivalence relation identifying the antipodal points in $S^n$. This is the same as saying that $\mathbb{R}P^n$ is the quotient space of an $n$-disc (homeomorphic to a hemisphere in $S^n$) with antipodal points in the boundary identified. It follows that $\mathbb{R}P^n$ is the result of attaching one $n$-cell to $\mathbb{R}P^{n-1}$. Noting that $\mathbb{R}P^1 = S^1$ we conclude that $\mathbb{R}P^n$ is an $n$-dimensional cell complex with exactly one cell in each dimension $0, 1, 2, \ldots$.

(5) The complex projective space $\mathbb{C}P^n$ can be described as the quotient of the unit sphere $S^{2n+1} \subset \mathbb{C}^{n+1}$ by the equivalence relation $v \sim \lambda v$ with $|\lambda| = 1$. It also can be described as a quotient of the $2n$-dimensional disc as follows. The vectors of $S^{2n+1} \subset \mathbb{C}^{n+1}$ having real and nonnegative last coordinate are the vectors of the form $(w, \sqrt{1 - |w|^2})$ with $|w| \leq 1$. Such vectors form the graph of the function $w \mapsto \sqrt{1 - |w|^2}$. This is an $2n$-dimensional disc $D$ bounded by the sphere $S^{2n+1}$ consisting of vectors $(w, 0) \in \mathbb{C}^{n} \times \mathbb{C}$ with $|w| = 1$. Each vector in $S^{2n+1}$ is equivalent under the identification $v \sim \lambda v$ to a vector in $D$ and this vector is unique if its last coordinate is nonzero. If it is zero we have the identification $v \sim \lambda v$ on the boundary of $D$.

It follows from this description that $\mathbb{C}P^n$ is obtained from $\mathbb{C}P^{n-1}$ by attaching a $2n$-dimensional cell via the quotient map $S^{2n+1} \to \mathbb{C}P^n$. So $\mathbb{C}P^n$ has precisely one $2n$-dimensional cell for any $n \in \mathbb{N}$ and no other cells.

We now discuss the topology of CW-complexes. Since point-set topology is not the main object of interest for us this discussion will be brief.

Given a CW complex $X$ consider one of its attaching maps $f_\alpha : S^n \to X$ and the corresponding map $D^n_\alpha \to X_{n+1}$. The corresponding open cell $e_\alpha$ is the image of the interior of the disc $D^n_\alpha$ under the last map. It follows that $X_n$ is the union of its $n$-dimensional cells and $X$ is the union of all its cells. Each cell $e_\alpha$ has its characteristic map $F_\alpha : D^n_\alpha \to X$; the latter map is continuous and gives a homeomorphism of the interior of $D^n_\alpha$ onto its image.

**Definition 10.3.** A CW-subcomplex of a CW-complex $X$ is a closed subspace of $X$ which is a union of cells.

We want to show that a CW-complex together with its CW-subcomplex form a good pair. To this end let us describe certain open neighborhoods $N_\epsilon(A)$ of subsets $A$ of $X$. Here $\epsilon$ is a function assigning a number $0 < \epsilon_\alpha < 1$ to each cell $e_\alpha$ of $X$.

We will construct $N_\epsilon(A) \text{ inductively over skeletal of } X$; suppose that we have constructed $N_\epsilon(A)$ which is a neighborhood of $A \cap X_n$ (note that the $n = 0$ case is trivial). Define $N_\epsilon^{-1}(A)$ by specifying its preimage under the characteristic map $F_\alpha : D^n_\alpha \to X$ of each $n + 1$-dimensional cell of $X$. Namely, $F_\alpha^{-1}(N_\epsilon(A))$ is the union of two parts:

1. an open $\epsilon$-neighborhood of $F_\alpha^{-1}(A) \setminus \partial D^n_\alpha$ inside the interior of $D^n_\alpha$ and
2. the product $(1 - \epsilon, 1) \times F_\alpha(N_\epsilon^{-1}(A))$ where the first factor corresponds to the radial coordinate $r \in [0, 1]$ and second factor denotes a point on the boundary of $D^n_\alpha$.

Finally define $N_\epsilon(A) = \cup_n N_\epsilon^n(A)$. This is an open set since it pulls back to an open set under each characteristic map.

**Proposition 10.4.** For a subcomplex $A$ of a CW complex $X$ its open neighborhood $N_\epsilon(A)$ deformation retracts onto $A$. Thus, $(X, A)$ form a good pair.

**Proof.** For any cell $e_\alpha$ in $A$ its neighborhood $N_\epsilon(e_\alpha)$ can be deformed onto $a_\alpha$ by flowing its points outward along radial rays inside every cell in $X$ whose closure contains $e_\alpha$. When this is done for all cells of $A$ the required deformation retraction is constructed. \qed

**Remark 10.5.** There are other good properties of CW-complexes which can be proved using neighborhoods $N_\epsilon$; all CW-complexes are normal spaces, in particularly Hausdorff, and they are also locally contractible.
The following result is instrumental for our treatment of cellular homology.

**Proposition 10.6.** Let $X$ be a CW-complex. Then the space $X_n/X_{n-1}$ is homeomorphic to a wedge of spheres, one for each $n$-cell of $X$. Furthermore, $H_k(X_n, X_{n-1})$ is zero for $k \neq n$ and is free abelian for $n = k$ with a basis in 1-1 correspondence with $n$-cells of $X$.

**Proof.** Note that $X_n$ is a certain quotient of a disjoint union of $n$-discs $\bigsqcup D_\alpha$ where only points on the boundary of the discs get identified. Furthermore, $X_{n-1}$ is glued out of the boundary components of these discs. It follows that $X_n/X_{n-1}$ is homeomorphic to the quotient of $\bigsqcup D_\alpha$ where all points at the boundaries are glued; it is clear that we get a wedge of $n$-spheres, one for each disc $D_\alpha$.

The calculation of $H_n(X_n, X_{n-1})$ follows from Theorem 8.10, Corollary 8.11 and the calculation of the homology of spheres. \hfill \Box

We can now define the cellular chain complex. Consider the diagram

$$
\begin{array}{ccc}
H_n(X_n) & \xrightarrow{d_n} & H_{n-1}(X_{n-1}) \\
H_{n+1}(X_{n+1}, X_n) & \xrightarrow{d_{n+1}} & H_n(X_n, X_{n-1})
\end{array}
$$

Here the oblique arrows are fragments of the long exact sequences for the pairs $(X_{n+1}, X_n)$, $(X_n, X_{n-1})$ and $(X_{n-1}, X_{n-2})$ respectively. The maps $d_{n+1}$ and $d_n$ are thus defined as the corresponding compositions.

**Definition 10.7.** Let $X$ be a CW complex. Define a chain complex $C^{CW}_n(X)$ be setting

$$C^{CW}_n(X) := H_n(X_n, X_{n-1})$$

with the differential $d_n : C^{CW}_n(X) \to C^{CW}_{n-1}(X)$ defined by the diagram above.

Note that the composition $d_{n+1} \circ d_n$ is zero since by the diagram above this composition factors through the composition of two consecutive maps in the long exact sequence of the pair $(X_n, X_{n-1})$.

We intend to prove that cellular homology is isomorphic to the singular homology. In preparation for this result we prove the following lemma:

**Lemma 10.8.** (1) Let $X$ be a finite-dimensional CW-complex. Then the inclusion $i : X_n \to X$ induces an isomorphism $i_* : H_k(X_n) \to H_k(X)$ for $k < n$.

(2) $H_k(X_n) = 0$ for $k > n$.

**Proof.** Consider the long exact sequence of the pair $(X_{n+1}, X_n)$:

$$H_{k+1}(X_{n+1}, X_n) \to H_k(X_n) \to H_k(X_{n+1}) \to H_k(X_{n+1}, X_n)$$

The relative homology of the pair $(X_n, X_{n-1})$ is the same as the absolute homology of a wedge of $n$-spheres and so if $k < n$ then the two outer groups are zero and $H_k(X_n) \cong H_k(X_{n+1})$ and then similarly $H_k(X_n) \cong H_k(X_{n+1}) \cong \ldots \cong H_k(X)$.

By the same token if $k + 1 > n + 1$ then again the outer groups are zero and $H_k(X_{n+1}) \cong H_k(X_n)$ and similarly $H_k(X_n) \cong H_k(X_{n-1}) \cong \ldots \cong H_k(X_0) = 0$. \hfill \Box

**Remark 10.9.** The lemma is in fact true for an arbitrary (not necessarily finite-dimensional) complex as will be clear after we prove the next result.

**Theorem 10.10.** For any CW complex $X$ there is an isomorphism

$$H^{CW}_n(X) \cong H_n(X)$$
Proof. We start by proving $H_n^{\text{CW}}(X) \cong H_n(X)$ for a finite-dimensional CW complex $X$. Let us consider once again more closely the diagram defining the cellular differential:

Recall that all oblique sequences are exact and we identified certain elements in the diagram using the previous lemma. Note that $f$ is an epimorphism, $g$ and $h$ are monomorphisms. It follows from injectivity of $h$ that $\text{Ker} \, d_n = \text{Ker} \, \partial$. Take an element in $\text{Ker} \, d_n$ representing a cellular homology class of $X$, pull it back along $g$ to $H_n(X)$ and take its image under $f$ in $H_n(X)$. Then straightforward diagram chase shows that:

- The resulting map does not depend on the choice of a representative of a given cellular homology class and so gives a homomorphism $H_n^{\text{CW}}(X) \to H_n(X)$;
- this homomorphism zero kernel;
- this homomorphism in onto.

The theorem is thus proved for finite-dimensional CW-complexes. A bit of extra work is required to prove the general case.

Let $\eta$ be a CW-homology class of $X$ in dimension $n$. It could then be viewed as an element in $H_n^{\text{CW}}(X_{n+1})$. But we proved that $H_n^{\text{CW}}(X_{n+1}) \cong H_n(X_{n+1})$ and denoting by $i : X_{n+1} \to X$ the inclusion map we define

$$I(\eta) = i_* (\eta).$$

We claim that $F$ is an isomorphism $H_n^{\text{CW}}(X) \to H_n(X)$. To see that suppose that $I(\eta) = 0$ (where $\eta$ is now viewed as a CW chain – a representative of the corresponding homology class). That means that there exists some singular chain $\xi \in C_n(X)$ such that $d(\xi) = I(\eta)$. But since every singular simplex entering into $\xi$ is a map from a compact topological space (that is a standard simplex) its image is compact and thus belong to some $X_N$; since there are finitely many singular simplices in our linear combination we might therefore assume that $\xi$ as a whole is a singular chain in $X_N$. Thus, $I(\eta)$ is a boundary in the finite-dimensional CW complex $X_N$ but then $\eta$ must be a CW boundary by our result on finite dimensional complexes. Therefore $I$ is a monomorphism.

To see that $I$ is an epimorphism consider any singular cycle $\xi \in C_n(X)$ representing a given singular homology class of $X$. By the same argument as above $\xi$ is represented by a singular chain in some $X_N$ for $N > n$ and by our finite-dimensional result is homologous to a cycle coming from a CW cycle. It follows that $I$ is an isomorphism. \qed

The computation of the homology of CW-complexes is generally much easier than of the singular homology (albeit the result should be the same, as we saw). Here are some immediate consequences.

**Corollary 10.11.** (1) If a CW-complex $X$ has no cells of dimension $n$ then $H_n(X) = 0$. 

55
(2) For $X = \mathbb{C}P^n$ we have $H_{2n}(X) = \mathbb{Z}$ and $H_{2n+1}(X) = 0$ for $n = 0, 1, 2, \ldots$. Indeed, $X$ has precisely one cell in each even dimension and so the cellular differential is zero.

10.1. Euler Characteristic. Consider a complex $C : C_0 \leftarrow C_1 \leftarrow \ldots \leftarrow C_n$ of finite length $n$ and such that each $C_n$ is a finitely generated abelian group. Then the Euler characteristic $\chi(C)$ of this complex is the alternating sum $\sum_{n=0}^n (-1)^n c_n$ where $c_n$ is the rank of $C_n$, i.e. the number of infinite cyclic groups entering into the decomposition of $C_n$ as a direct sum of cyclic groups. If the chain complex in question is the cellular chain complex of a CW complex $X$ then we will speak of the Euler characteristic of $X$, $\chi(X)$. It turns out that the Euler characteristic of a complex could be computed solely in terms of ranks of homology groups of $C$. Denote the rank of $H_n(C)$ by $h_n(C)$ or simply by $h_n$ if $C$ is understood. In the case when $C$ is the singular (or cellular) complex computing the homology of a topological space (or CW-complex) $X$ the numbers $h_n$ are called the Betti numbers of $X$.

Theorem 10.12.

$$\chi(C) = \sum_{n=0}^n (-1)^n h_n$$

Proof. For the chain complex $C$ as above denote by $Z_n = \text{Ker} d_n \subset C_n$ be the subgroup of cycles, by $B_n = \text{Im} d_{n+1} \subset Z_n$ be the subgroup of boundaries and by $H_n = Z_n/B_n$ the corresponding homology group. We have the following short exact sequences $0 \leftarrow B_n \leftarrow C_n \leftarrow Z_n \leftarrow 0$ and $0 \leftarrow H_n \leftarrow Z_n \leftarrow B_n \leftarrow 0$. It follows that

$$\text{rank}(C_n) = \text{rank}(Z_n) + \text{rank}(B_{n-1});$$

$$\text{rank}(Z_n) = \text{rank}(B_n) + \text{rank}(H_n).$$

Now substitute $\text{rank}(Z_n)$ from the second equation into the first, multiply by $(-1)^n$ and sum over $n = 0, 1, \ldots, n$. We obtain $\sum_{n=1}^n (-1)^n \text{rank}(C_n) = \sum_{n=1}^n (-1)^n \text{rank}(H_n)$ as required. □

Example 10.13. Let us use the above theorem to complete the calculation of the homology of a 2-dimensional surface $S_g$ of genus $g$. Recall from Corollary (9.3) that $H_1(S_g)$ is the free abelian group of rank $2g$; i.e. that $h_1(S_g) = 2g$. Taking into account that $S_g$ has one zero-dimensional cell, 2g 1-dimensional cells and one two-dimensional cell we get:

$$h_0 - h_1 + h_2 = 1 - 2g + h_2 = 1 - 2g + 1;$$

i.e. $h_2 = 1$. Taking into account that $H_2(S_g)$ is actually a subgroup of the group of 2-dimensional CW-chains of $S_g$ which is isomorphic to $\mathbb{Z}$ we conclude that $H_2(S_g) \cong \mathbb{Z}$. This determines the homology of $S_g$ completely.